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MODEL PREDICTIVE CONTROL SCHEMES FOR THE MITIGATION OF NATU-
RAL HAZARDS: ‘THEORETICAL AND EXPERIMENTAL STUDIES

Abstract
by
Gang Mei

Active and semi-active control devices, e.g., active mass dampers and dampers with
controllable damping, respectively, have been studied to enhance the performance of
structures during earthquakes and strong winds. Efficient control schemes are needed to
drive these control devices. The focus of this study is on the development of Model Pre-
dictive Control (MPC) based schemes for earthquake and wind excited structures. The
MPC scheme is based on an explicit use of a prediction model of the system response to
obtain control actions by minimizing an objective function. Optimization objectives
include minimization of the difference between the predicted and reference responses and
minimization of the control effort subjected to prescribed constraints.

A general form of the MPC scheme was first employed for controlling building
response under earthquake excitation using active control devices. The constrained MPC
scheme was then investigated. This scheme takes into account hard constraints to accom-
modate the physical limits on the control force and structural response. In addition to the
active systems, semi-active control devices, e.g., semi-active mass dampers and semi-

active tuned liquid column dampers were also studied using the constrained MPC scheme.



An autoregressive (AR) model that uses real-time ground motion measurements to
model ground motions as a feedforward link in the MPC based feedforward-feedback
scheme was employed for controlling earthquake induced response. This MPC based
feedforward-feedback scheme offers an adaptive control action essential for effectively
mitigating the load effects induced by evolutionary ground motions. For wind excited
structures, an efficient wind loading model based on a combination of AR and Karhunen-
Loeve expansion was developed. The MPC based feedforward-feedback control scheme,
based on this wind loading model, effectively reduces the wind induced structural
response.

A shaking table and a small-scale structural model with an active mass damper were uti-
lized for experimentally validating these control schemes. Experimental validation of
MPC based schemes provides proof-of-concept, and facilitates prototyping of this control
strategy for full-scale implementation to reduce damage caused by natural hazards
through response reduction. Finally, a full-scale building for wind-excited benchmark
problem was investigated to implement MPC based schemes for a range of prescribed
parameters.

The numerical and experimental studies conducted here suggest that MPC is a simple,
effective, economical control scheme that can take into consideration practical design and
implementation issues in structural control applications. This study has laid a foundation

for the development of future applications of MPC based schemes on full-scale structures.
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CHAPTER 1

INTRODUCTION

In recent years, an increasing number of high-rise buildings and long span bridges have
been built to accommodate business, transportation and residential needs due to growing
population. Unfortunately, the clusters of these structures are located in the regions of
either high seismic activities or extreme winds. Public is becoming increasingly concerned
about the safety and serviceability of structures which could be subjected to severe levels
of structural motions induced by extreme events. Therefore, reducing structural load
effects and structural motions due to earthquakes and strong winds is becoming a critical
issue.

The concept of employing structural control to minimize structural vibration was first
proposed in the 1960's and 1970’s (Kobori,1960 a, b and Yao, 1972). The collapse of
buildings and bridges, and the loss of life during the Kobe, Japan (1995) and Northridge,
CA (1994) earthquakes caught the attention of many researchers in civil engineering and
other fields. Besides earthquakes structural control has received considerable attention in
controlling motions of structures under extreme wind.

Structural control based on various passive, active, hybrid and semi-active control
schemes offers attractive opportunities to mitigate damage and loss of serviceability

caused by natural hazards such as earthquakes and hurricanes. In the past few decades,



passive control has gained popularity. This acceptance may be attributed to following rea-
sons: (1) Simple operation; (2) Requirement of no external energy; (3) Stability (4) Reduc-
tion in response during most extreme events (Housner et al, 1997).

Due to the limited effectiveness in extreme events and the lack of adaptability of passive
control schemes, active control devices effectively used in aerospace industry have been
considered for structural applications. Numerous active and semi-active devices have been
proposed and studied by researchers. Among these, the most common ones are the active
bracing, active tuned mass damper, semi-active dampers including electrorheological (ER)
or magnetorheological (MR) dampers (Soong, 1990; Housner et al, 1997; Spencer and
Sain, 1997; Kareem et al, 1999).

Various control strategies have been formulated which include the optimal control, sto-
chastic control, adaptive control, intelligent control, sliding mode control, robust control,
and Model Predictive Control (MPC), etc. Among these schemes, MPC has been prima-
rily used in chemical industry since 1960's, e.g., it has been used in controlling chemical
reaction processes.

The advantage of using MPC lies in its ability to handle multivariable processes, input/
output constraints and disturbances. MPC can simultaneously optimize the control effort
and provide high-level performance with a minimum set of measurements of the system. It
remains robust even in the presence of modeling errors and measurement noise.

The major objective of this dissertation is to study and develop new applications of
MPC based schemes in civil engineering structures under earthquakes and winds. The
MPC schemes are comparedie  control. Studies show that under the same performance

criteria and conditions the MPC based approaches are equally effectivg as and LQG



methods with infinite prediction and control horizons. Next, constraints imposed on the
actuator and structure are studied. MPC provides an optimal solution in the constrained
space at each time instant. Then the MPC scheme is applied to a semi-actively controlled
device. The acceleration feedback is used for both active tendon and active tuned mass
dampers. Using both the MPC and AR models, a real-time optimization control strategy is
formulated. The earthquake excitations are modeled and updated continuously in real-time
based on the measured earthquake records by using an AR model. This information is
used on-line in MPC to serve as the feedforward-feedback control strategy. The feedfor-
ward link is formed to add to the effectiveness of the control scheme for unusual earth-
guakes. Furthermore, a new numerical scheme is presented for modeling the Gaussian
wind load processes through a state space representation. This method is then used in the
feedforward-feedback control of structural response under wind loads. Experiment are
conducted to validate the applicability of MPC scheme in scale models. In these studies,
the controller-structure interaction is taken into account. Finally, A benchmark problem
for the response control of wind-excited tall buildings is studied by using the MPC based

schemes.

1.1 Literature Review

There are four basic kinds of structural control systems, i.e., passive control, active con-
trol, hybrid control, and semi-active control. The difference among these control systems
lies in whether or not it uses an external power source to add or dissipate the energy of the

structure.



Passive control does not require external power sources and cannot increase the energy
of the system. The first such applied system was a base isolation system. In 1921, Frank
Lloyd Wright designed the Imperial Hotel in Tokyo, which used an 8 ft. layer of soil on
top of a layer of soft mud to float the building. It worked well during the 1923 Tokyo
earthquake (Kelly, 1986). However, the isolation of earthquakes was not as important as
the strength of the structure at that time. In the last several decades, cost and safety issues
have required people to seriously consider base isolation as a way of reducing damage.
One of the most common base isolation systems is the laminated rubber bearing (Kelly,
1982). This base isolation system has been used in a number of buildings in the US,
Europe, Japan and New Zealand. Another kind of base isolation system involves a resil-
ient-friction base isolation system (Mostaghel, 1987).

The Tuned Mass Damper (TMD) surfaced in the 1940’s (Den Hartog, 1947), and has
often been used to mitigate wind induced motion. Tuned liquid dampers have been devel-
oped and used in buildings to reduce overall response during strong wind conditions and
earthquakes (Welt and Modi, 1989; Kareem, 1983,1994). Other important dampers such
as the viscous fluid damper used in structural control were studied by Makris (1993),
Arime (1988), Miyazaki and Mitsaaka (1992).

The energy dissipation devices have been implemented in buildings. For example, aux-
iliary viscoelastic dampers are introduced throughout the World Trade Center Towers in
New York City and several other buildings in Seattle. TMDs have been installed in the
John Hancock Tower in Boston, Citicorp Center in New York (Fig. 1.1 a) and National

Memory Tower in Toronto.



However, a passive control system has limited ability because it is not able to adapt to
structural changes or varying usage patterns and loading conditions. To overcome these
shortcomings, active, hybrid and semi-active controls can be used. They can adapt to vari-
ous operating conditions and apply external powers to generate control forces.

Active control promises to effectively minimize structural responses. It utilizes external
power sources to operate actuators which generate control forces. A variety of active con-
trol devices have been discussed (Soong, 1990; Housner et al, 1990, 1993, 1994, 1997).
The most commonly investigated ones are active tendon system (Roorda, 1975; Yang and
Giannopoulos, 1978; Abdel-Rohman and Leipholz, 1978), active bracing system (Rein-
born et al, 1993), active tuned mass damper (Chang and Soong, 1980; Abdel-Rohman and
Leipholz, 1983; Reinhorn et al, 1989), and active aerodynamic appendage mechanism
(Soong and Skinner, 1981). Detailed experiments have been conducted to verify the effec-
tiveness of these actuators (Chung, 1988, 1989; Reinhorn, 1989; Dyke, 1996). Dyke et al
(1995) also considered the effects of Control-Structure-Interaction and actuator dynamics
in their studies. The first application of active control system to a full-scale building was
the Kyobashi Seiwa Building located in Tokyo in 1989 (Kobri, 1994). More than 20 build-
ings in Japan have since then been equipped with active control systems.

Since active control relies on external power, which requires routine maintenance and
thus may become potentially unstable, hybrid control have been studies. It combines
active and passive control systems and attempts to utilize the advantages of both methods
to achieve better effects. One kind of hybrid control is Hybrid Mass Damper (HMD)
which combines TMD and an active controlled actuator together. The force generated by

the actuator is mainly to increase the efficiency of the TMD (Tanida, et al, 1991, Koike,



1994). A V-Shaped HMD was installed in the Shinjuka Park Tower (Fig. 1.1 (b))in Japan
(Sakamoto et al, 1994). Another kind of hybrid control is in the base isolation area. An
active control device is added to a base isolated structure. Better performance can thus be
achieved with a small increase in cost (Reinhorn et al, 1987). Theoretical and experimen-
tal studies were performed by Kelly et al (1987), Schitendorf et al (1994), Yoshida and

Wannabe (1994), Reinhorn and Riley (1994), Feng et al (1993), Yang et al (1994), etc.
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using TMD using HMD

Semi-active control devices provide some of the best features of both the passive and
active control systems. Many of them can be operated by a battery, which is critical during
the seismic events when the main power system fails. Semi-active control can achieve
almost the same control effectiveness as the active control, and yet does not have the
potential to destabilize the structure system under a variety of dynamics loading condi-

tions (Housner et al, 1997; Dyke, 1996).



One of the semi-active devices involves the variable orifice damper (Hrovat et al, 1983;
Mizuno et al, 1992; Sack et al, 1994). Another, more commonly used, semi-active device
includes controllable fluid dampers. The controllable fluid can change from a free flowing
linear viscous fluid to a semi-solid in milliseconds when exposed to electric (for Elector-
heological (ER) fluids) or magnetic (for Magnetorheological (MR) fluids) fields. ER
dampers were studied for civil engineering applications by Ehrgott and Masri (1992,
1994), Gavin et al (1994), Makris et al (1995), Masri et al (1995), etc. A MR damper was
recently developed by Carlson(1994), Carlson and Weiss(1994), Spencer et al (1996,
1997), Dyke (1996) and Yang, et al. (2000 and 2001) .

Regardless of the choice of the control scheme, the system needs a certain control
scheme to generate control forces which satisfy a prescribed optimization criteria. There
are a variety of control schemes which are discussed below.

The linear quadratic regulator (LQR) is one of the most commonly used controller
design techniques in civil engineering. An optimal controller for a deterministically
excited system is generated by minimizing a quadratic performance index. By varying the
weighting matrices in the performance index, a trade-off can be reached between the min-
imization of structural response and the minimization of control forces.

For random excitations, the counterpart of LQR is the LQG method. LQG combines
LQR and optimal filtering via the Kalman-Bucy filter. In LQG control, an earthquake is
assumed to be a zero mean white noise, and no ground acceleration measurement is used
in structural control design. The LQG method for structural control was examined by
Yang and Yao (1974). In their work, excitation was modeled as a filtered white noise.

However in structural control, an earthquake is not known a priori. Suhardjo et al (1990)



used an earthquake signal with a given spectral model to formulate the so-called feedfor-
ward-feedback (FF-FB) control strategy. However, this only fits some earthquakes which
have similar power spectral densities. Yamada and Kobori (1996) used the concept of on-
line measurements of ground acceleration and fit them with an AR model. They employed
the LQR control to obtain FF-FB gains. Their results demonstrated that the FF-FB strategy
enhanced the performance of the LQR controller.

Doyle (1989) introduced thel, and, control methods. Suhardjo (1990) used these
control methods in frequency domain design, which focused on the frequency domain
characteristics of structural response. Dyke (1996) experimentally verifieg,the  method
control scheme.

The sliding model control was developed by Utkin (1977) and Slotine (1984). A hyper
surface, called the sliding surface, is defined in the state space. The error between the
actual and desired response is zero when the state falls on the sliding surface. Different
control rules are applied when the state is in a different region. Yang (1994a) showed
application of the sliding model control for nonlinear and hysteretic structures. Yang
(1994b) also applied it to hybrid systems and experimentally verified their effectiveness.

Intelligent controls, known as artificial neural network and fuzzy logic based control
schemes, were used in structural control during the late 1980’s. A neural network can
model structure nonlinearity. This was investigated as an attractive option by Casciati et al
(1993), Masri et al (1993) and Wen et al (1992). The effectiveness of neural network based
control depends largely on the learning algorithm and the control architecture. Introduced
in the 1960's, fuzzy logic control offers robustness and is capable of handling nonlinear

systems. These methods require more investigations of multi-degree-of-freedom problems



because the effectiveness of the algorithm is strongly influenced by the nature of the prob-
lem. The degree of difficulty in applying the algorithm depends on the selected control
strategy (Casciati and Yao, 1994).

Finally, MPC belongs to a class of algorithms that compute a sequence of manipulated
variable adjustment in order to optimize the future behavior of a plant. An explicit model
is used to predict the open-loop future behavior of the system over a finite time horizon
from present states. The predicted behavior is then used to find a finite sequence of control
actions which minimize a particular performance index within pre-specified constraints.

MPC was originally developed for process control of power plants and petroleum refin-
eries. Now it is widely applied in chemical, food processing, automotive, aerospace and
other industries. Two of the techniques used for the predictive control in MPC are the
Model Algorithmic Control (MAC) and the Dynamics Matrix Control (DMC). MAC was
developed by a French chemical engineer in the late 1960’s, while DMC was developed by
the Shell Oil Co. in the 1960’s. Many improvements have subsequently been made to
MAC, and this has led to a commercial package known as Identification and Command
(IDCOM). Theoretical researches related to these techniques have been going on since the
late 1970's (Richalet et al, 1978; Rouhani and Mehra, 1982; Cutler and Rouhani, 1980).

Garcia and Morari (1982) discussed the fundamental similarities of these algorithms for
the single-input-single-output case and also noted their relationship to other forms of opti-
mal control. They formed an overall structure for such algorithms, which they termed
“Internal Model Control” (IMC), and extended it to multivariable cases (Garcia and

Morari, 1985a, b).



The strength of these techniques lies in the simplicity of the algorithms and in the use of
the impulse or step response model, which is usually preferred as it is more intuitive and
requires less a priori information. However, these traditional MPC techniques have diffi-
culty in handling more complex cases. These techniques contain more parameters than the
state space or input-output domain because they were developed in an unconventional
manner using step models. Recently, there have been efforts to interpret MPC in a state-
space framework. This not only permits the use of well-known state-space theory, but also
allows MPC to handle complex cases more easily. Li et al (1989) and Narratil et al (1988)
showed that the step response model can be put into the general state space model struc-
ture. They presented an MPC technique using the tools available from the stochastic opti-
mal control theory. Ricker (1990) showed how an MPC algorithm, similar to the
conventional MPC techniques, can be developed based on a general state space model.
Lee et al (1994), using state estimation techniques, developed an MPC based method with-
out introducing significant additional numerical complexity.

Rodellar (1987, 1988) employed predictive control in civil engineering. In his experi-
ment, he used a specific case of MPC which assumed the control horizon to be unity. Later
Lopez-Almansa et al (1994a,b) used the predictive control in modal space and tried to
control the first few mode shapes individually to reduce the overall structural response.
Wang and Liu (1994) used Rodellar’s predictive control method in hybrid control system
which isolated the structure by frictional interface with the sliding base actively controlled

by hydraulic actuators.
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1.2 Overview of the Dissertation

In this dissertation, the MPC based schemes will be studied for the design of controllers
for civil engineering structures.

As mentioned above, the MPC scheme is based on an explicit use of a prediction model
of the system response to obtain the control action by minimizing an objective function.
Optimization objectives include minimization of the difference between the predicted and
reference response and minimization of the control effort subjected to certain constraints.
In Chapter 2, the basic idea and formulation of MPC is presented. A single-story building
and a three-story building are used as examples to demonstrate response reduction under
earthquake excitation using MPC scheme. The effectiveness and convenience of the MPC
scheme is compared to thg  based methods.

The most significant advantage of MPC lies in its ability to deal with hard constraints
which is studied in Chapter 3. In reality, the control force and structure response have
some limits. Beyond these limits, either the controller will not work or the structure will
fail. In the MPC scheme, optimization of hard constraints is a quadratic programming
problem. This allows us to simplify the constraint issue and to calculate the optimal con-
trol force in the presence of constraints.

Structural control using a semi-active device is then studied in Chapter 4. The semi-
active mass damper and semi-active tuned liquid column damper are considered. The
MPC scheme is employed to control the position of the valve to adjust the amount of the
fluid passing by. Therefore, the damping force provided by the damper can be changed

according to the changes in the external excitation.
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In Chapter 5, accelerometer measurements are studied for the feedback link. However,
with the exception of recent studies most civil engineering structural control schemes use
state feedback because it is easy to use in the control design. In this study, an observer uti-
lizing the Kalman-Bucy filter is designed to estimate the states of the structure and to
obtain the estimator gains. The effects of sensor locations are also explored for the most
effective control results.

In Chapter 6, two kinds of earthquake models are used in the feedforward-feedback
control schemes. The first approach involves the use of the Kanai-Tajimi model in which a
Gaussian white noise is passed through a second order digital filter to generate the ground
motion. The second scheme to be considered entails real-time simulation of the ground
motion. The ground motion is represented by an AR model which utilizes a previously
measured ground motion record and the difference between the measured and the modeled
output. It is a real-time simulation and is updated at each time increment. The earthquake
model is expressed in terms of the state space representation and augmented to the equa-
tions of motion of the structure. The MPC-AR control performance index and the control
force are updated at each time interval. As a result, a real-time feedforward link is added to
the control scheme to develop predictive and adaptive feature to cater to seismic events
with unusual and unexpected characteristics.

Besides earthquakes, wind can greatly influence the occupants’ comfort, serviceability
and safety of structures, especially for tall buildings and towers. Therefore, mitigating
wind induced motions of structures is another important aspect of structural control. In
Chapter 7, MPC is employed to reduce structural response under wind loads. A state space

representation of wind velocity field is designed based on the Karhunen-Loeve eigen-
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decomposition combined with an AR model. The state space description of wind is added
to the equations of motion of the structure to implement the feedforward link in the feed-
back based MPC scheme.

In Chapter 8, experiments are conducted to validate the effectiveness of the MPC strat-
egy using scale models. A shaking table is used to simulate a host of ground motion
records. An active mass damper is adopted for this demonstration. Data acquisition and
spectral analysis software toolboxes are used in the implementation of the controller. The
inherent dynamic features of the actuator are considered in the control design including
the controller structure interactions .

Finally, in Chapter 9, a benchmark problem of a tall building under wind excitation is
studied using the MPC scheme. MPC with hard constraints is employed to simulate struc-
tural response with actuators subjected to the prescribed constraints. The MPC based

schemes are tested for buildings with different stiffness to verify their robustness.
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CHAPTER 2

MODEL PREDICTIVE CONTROL

Structural control is an attractive option for improving the performance of a variety of
structures including bridges, tall buildings, and offshore structures. The performance of
such systems under environmental loads has improved greatly as a result of theoretical and
experimental research and related development efforts (Soong, 1990; Subialjp
1992; Yanget al,, 1994; Spencegt al., 1994; Suhardjo and Kareem, 1997; Kijewskal.,

1998; Soong, 1998; Structural Control, 1994, 1998). A comprehensive review of theoreti-
cal developments in structural control design can be found in Housnat. (1997).
Details concerning their applications to real structures are reported in a recent publication
(Kareem et al. 1999). Benchmark problems conducted to assess the performance of differ-
ent control strategies can be found in Spereteal. (1998). The most commonly used
scheme in controller design is the Linear Quadratic Regulator (LQR). Other schemes like
H, andH, have been applied to civil engineering structures (Detéd., 1989; Suhardjo

et al., 1990, 1992; Dyke, 1996; Wet al., 1998). The sliding mode control has been intro-
duced by Utkin (1977) and its potential applications have been given by Slotine (1984)
and Yanget al. (1994). Other schemes include the predictive control which has been used
in structural applications (Rodellat al. 1987). Lopez-Almansat al.(1994a) employed a

modal approach in which the first few modes were controlled to reduce the overall struc-
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tural response. In a companion paper they presented this modal approach experimentally
(Lopez-Almansaet al.,1994b).

Model Predictive Control (MPC) has been effectively used in chemical, automotive, and
aerospace industries (Ricker, 1990; Mortrial, 1994; Qin and Badgwell, 1996; Cama-
cho and Bordons, 1999). MPC has been shown to be feasible for structural control appli-
cations by Meket al.(1998). The underlying concept of MPC is that the future behavior of
a structure is predicted from its present response through a system dynamics model and
control actions are determined so as to optimize future structural behavior over a predic-
tion horizon. MPC offers a general framework of posing the control problem in the time
domain and can be used to integrate issues of optimal control, stochastic control, and con-
trol of processes with time delays, and multivariable control. The concept is not limited to
a particular system description, but the computation and implementation depend on the
system model representation, e.g., state space, transfer matrix, etc. Inclusion of constraints
is conceptually simple and can be systematically considered during the design and imple-
mentation of the controller.

In this chapter, MPC is investigated to reduce structural response under earthquake
excitation. The general formulation of the non-constrained MPC scheme is discussed. A
single-story and a three-story building example are used to demonstrate the methodology.
The MPC controller is shown to be effective in reducing structural response under earth-
guakes. The results of the MPC analysis are also compared with the based control
schemes. The effectiveness of MPC is demonstrated to be equivalent to that of the optimal

control. This chapter lays a foundation for demonstrating the main strengths of MPC, i.e.,
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computational expediency, real-time applications, intrinsic compensation for time delays,

treatment of constraints, and potential for future extensions in structural control.

2.1 Problem Formulation
A building exposed to seismic excitation is modeled ag-@legree-of-freedom system:
MX+Cx+Kx = F—MI X, (2-1)

whereM ,C , anKk are the mass, damping, and stiffness matrices, respectively; ,
andx arethenx1 displacement, velocity and acceleration vectors relative to the ground;
| isthenx 1 identity vectork, is the ground acceleration; &nd Lu isntke control
force vector generated by placing the actuator on different flaors.  is>am matrix
with its elements equal to zero or one depending on the actuator placement on different
floors, andu isamx1 control force vector. Equation (2-1) is expressed in a state-space

format as follows:

L b s

= Ax +Bu+GX, (2-2)

whereG is a vector that represents the seismic load distribution.
For digital implementation of a control strategy, Eq. (2-2) is expressed in discrete time

as:

X((k+1)At) = ®x(kAt) + T u(kAt) + T 3%, (kAt) (2-3)
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whereo = "' isanx2n matrixr, = P,B and, = P,G amhxm matrices for which

At
P, = J’ €'t is a2nx 2n matrix; and\t is the sampling time.
0

2.2 Model Predictive Control (MPC) Scheme

The MPC scheme is based on an explicit use of a prediction model of the system
response to obtain the control actions by minimizing an objective function. Optimization
objectives include minimization of the difference between the predicted and reference
responses and minimization of the control effort subject to certain constraints such as lim-
its on the control force magnitude. This concept is illustrated in Fig. 2.1 (a). First a refer-
ence trajectoryy, (k) , is specified. The reference trajectory is the desired target trajectory
for the process output. This is followed by an appropriate prediction model used to deter-
mine the future building responseggk) . The prediction model must be able to include the
dynamics of the system while remain simple enough for implementation and understand-
ing. The prediction is made over a pre-established extended time horizon with the current
time as the prediction origin. For a discrete time model, this means predigting1)

y(k+2), ..., y(k+i) fori sample times in the future. This prediction is based on both

actual past control inputs(k)  y(k—=1) .,. uy(k—j) and the sequence of future control
efforts that are needed to satisfy a prescribed optimization objective. The control signals
that are determined by the prediction model are then applied to the structure, and the
actual system outpui(k) , is found. Finally, the actual measuremgit, , IS compared to
the model predictiog(k) and the prediction errégkf = y(k)-9(k) ) is utilized to update

future predictions. The plant input can be of various types as shown in Fig. 2.1 (b).
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Figure 2.1(a)Basic MPC scheme
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Figure 2.1 (b)FF-FB control system
In the general model predictive control, the discrete-time state-space equations of the

system are expressed as:

x(k+1) = dx(K) + MU (K)
y(k) = Cx(k) + DU(K) (2-4)
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whereu(k) = [UT(k) XgT(k) Wz(k) WT(k) W-Zr(k)]r sw, (k) ,w(k) , andw,(k) can be combined
into a single unmeasured disturbance variable entering at the plant output. The unmea-
sured disturbance terms,(k) w¢k) , angk) are set equal to zero.

The prediction model is then expressed as:

X(k+1|k) = D2(k|k—1) + T 0(k|k=1) + T &(k|k) (2-5)
J(k|k—1) = Cx(k|k—1) (2-6)
wherex(k +1|k) estimates the state at a future sampling pekied, , by using the infor-

mation available at time stepp [k k—1) estimates the structural output atdkime based
on the information ak-1 C = D o] I'. IS aconstant estimator gain matrix; &Rgk)
is the estimated error defined&g|k) = y(k) - (k| k—1)

Using Eq. (2-5), the process output predicted atkhe -th and the subsequent time steps
k+j,j=1..p can be expressed as a function of the current state ve¢tpr and the

control vectoru(k) as follows:

W(k) = Hu(k) + Y, X(k|k—1) + Y &(k|k) (2-7)

T T
W(k) = [yT(k+1\k) . 9T (k+ pl kﬂ ) u(k) = [a(k(K) ... a(k+A—1[k)| (2-8)
The reference output can be written @gk) = [er(kJ, 1K) ... yT(k+ p| kﬂT , whelis

the prediction horizon anklis the control horizon.

The control objective function is given by:

3 = 3190 - W, (9] TQIW(K) - W, ()] + " (K)Ru(K) (2-9)
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By minimizing J , the optimal predictive control force is given by
u = [HTQH + R HTQ[Y,X(k|k—1) + Y 2&(k|K)] (2-10)

inwhichH ,Q,R,Y,, andr, are given as below:

H, O 0
o= | P Hy H, = Co*'r, (2-11)
Hys: Hy Hi+H,
CHp Hpog oo Hyt oo +H
.
Y. = [(co)” (cor)T ... (con)” (2-12)
.
o P 0
Ye = |(Cry' (C(i+o)r)’ .. (@ Hra| (2-13)
0 &, 0
Q..0 R..O
o= . R=|L , Q:H, andR = 1. (2-14)

The MPC formulation presented in the preceding section is then utilized in the fol-

lowing examples to demonstrate its application to building structures.

2.3 Numerical Examples and Analysis

In this section, two examples are used to demonstrates the MPC scheme presented ear-

lier. Itis first applied to a single-story building with an active tendon system and compared
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with anH, scheme. Itis then applied to a three-story building with the active tendon sys-

tem.

2.3.1 Analysis of a Single-Story Building Using the MPC Scheme
A single-story building is used here to demonstrate the MPC scheme. An active tendon
system is used as the controller. The equation of motion for the single-degree-of-freedom

system shown with cable bracings in Fig. 2.2 is given by:

Rolt) + 22Xl + @Ko(t) = —H1) ~ oK) (2-15)

in which x, , x, , andx, are the hori-

zontal relative displacement, velocity

and acceleration of the first floolfeg

- tendon . . .
is the ground accelerationy, is the

L - actuator _
actuator displacementa ¢, , ang

are the mass, damping and angular

frequency, respectivelyk, is the stiff-

ness of the cable; and is the cable

Controller angle. These parameters are defined

as: m=29227 Kg, T =0.0124 ,

Figure 2.2SDOF active tendon system
w, = 21.79 rad/s, k. = 371950.8

N/m, and a = 36
In this example, the 1940 EI Centro earthquake record is scaled to 0.25 of its maximum

intensity to excite the building. An actuator can be used to introduce tension in the cables
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to meet the desired response control objective. Dynamic control-structure interaction is
not considered here in this study. However, as shown in Datkal. (1995), it can be
accounted for by including the dynamics of the actuator in the overall system model.
Figures 2.3 and 2.4 compare the displacement and acceleration responses obtained
using MPC (solid line) with the uncontrolled response (dashed line). The corresponding
control forces are shown in Fig. 2.5. Table 2.1 lists comparisons of the uncontrolled
response with the controlled response using MPC based scheme. The root mean square
(RMS) values of the building displacement and acceleration are reduced by 73% and 61%,

respectively. The peak values of displacement and acceleration are reduced by 60% and

25%, respectively.

— MPC
. —— NO CONTROL

I | (AR
RTININAY
\ | i
\I‘H‘\‘u\u‘“ g
M/rr
1k ! {

Displacement (m)

-3 Il i
° ° time (second) * *

Figure 2.3Comparison of uncontrolled building displacement with
MPC scheme.
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Figure 2.5Control force using MRC scheme.
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Table 2.1 Comparison between the uncontrolled response and MPC

Xmax(CM/
o, (cm) o, (cm/S) a, (kN) Xmax (CM) 52() Upax (KN)
without control 7.53x 102 37.8 — 0.25 135.4 —
MPC 2.01x 10° 14.6 0.099 0.10 101.5 0.672
Percentage change 73.3% 61.39 - 60.0% 25.0% -

The MPC scheme is also compared to the control strategies. In Fig. 2.6, the RMS
values of the displacement and control force obtained by the MPGHand control strate-
gies are given as a function of the weighting param&eln the MPC scheme, the value
of the prediction horizorp, is varied to be: 1, 5, 10, 15 and 20. The control horiZgns
kept smaller than the selected prediction horizon and chosen to be 1, 2, 2, 3 and 4 accord-
ingly. Control forces are kept at a constant level between the end of the predictive and con-
trol horizons, i.e.u(k+A +ilk) = u(k+A|k),A+1<i<p . Figure 2.6 shows that the control
performance depends on both the value of the prediction hor@oand the weighting
matrix (R). On one hand, the increase in R limits the control force, which results in less
displacement reduction. On the other hand, an increase in the prediction horizon results in
better control performance. The RMS value of the controlled displacement decreases as
increases although there is a corresponding increase in the control force. It is evident that
the increase in the control force decreases the displacement response of the structure.
Therefore, a better control performance is observed when the prediction horizon becomes
longer.

As the prediction horizon approaches infinity, the cost function of the MPC strategy is
close to theH, control scheme. Accordingly, the control performances of MPGHand

are nearly the same. Figure 2.6 shows that as the prediction horizon becomes longer, the

24



performance of MPC approaches that of the control scheme. Figure 2.7 shows the
RMS values of control force verse displacement for khe and MPC. The results demon-
strate that the effectiveness of tig and MPC schemes is equivalent. That is to say, by
using the same control force, MPC reduces the displacement response to the same level as

reached by thei, control scheme.

x 10
8 I I I I I
9 x !
5 * _
o
3
ko)
c
o] .
i) |
g - MPC control
2 *H, control i
14 :
N ; ; | |
1 2 3 4 5 6 7
weighting matrix log10(R)
350 T T T T T
00 - control horizon A=[1 -2 -2- 3- 4], respectively .
()] >
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S200f N\ -
c
8 ‘
500 N = MPC control |
U) .
s100F N : 1
14 :* H2 control
50 : 1
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1 2 3 4 5 6 7

weighting matrix log10(R)

Figure 2.6 Comparison of RMS of displacement and control force between
MPC andH, control
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2.3.2 Analysis of A Three-Story Building Using the MPC Scheme

Controller

a
T tendon

- — actuator

Figure 2.83-story building using
active tendon control
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In this example, a three-story building
(Chung,et al. 1989) shown in Fig. 2.8 is
used to demonstrate the MPC scheme
using the state feedback obtained from
each floor of the building. The mass,
stiffness and damping matrices of the
building are given in Table 2.2. The
tendon is

stiffness of the active

k., = 3.7197x 16(N/m) and a = 36° .
The active tendon is installed at the first

floor.



Table 2.2 Mass, Stiffness, and Damping Matrices of the Example Building

Parameters Values
974 0 O
Mass Matrix M (kg) M=1|0 974 0
0 0 97

2.7405 — 1.64090.3690
Stiffness Matrix K (N/m) K = |_1.6409 3.0209 — 1.6241% 10°

0.3690 — 1.62411.3331

382.65—-57.2761.64
Damping Matrix C (N-sec/m) C = |_5727456.73-2.6

61.64 —2.63437.2

Table 2.3 lists the comparison between the uncontrolled and controlled structural
responses. It provides both the RMS and maximum values of the displacement and accel-

eration of the top floor, and the control force.

Table 2.3 Response of a Three-Story Building using MPC Scheme

Third floor .,

Response Ox (Cm) Oy (Cm/Sz) O¢ (kN) Xmax (Cm) Xmax(cmlsz) fmax(kN)
Uncon- 0.16 46.5 —_ 0.38 154.6 —
trolled

0.060 22.1 0.26 143.2
MPe (62.4%) (52.4%) 0.106 324%) | (7.4%) 0.517

The controlled response of the structure is shown in Figs. 2.9-2.10. Figure 2.9 shows the
top floor displacement while Fig. 2.10 shows the top floor acceleration. The dashed lines
represent the uncontrolled case, and the solid lines represent the controlled response under
the MPC scheme. Figure 2.11 shows the control force needed in this example. Overall,
this example has demonstrated the MPC based scheme can effectively reduce the response

of multi-degree-of-freedom systems under earthquake loads.
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Figure 2.11Control force using MPC scheme.
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2.3 Summary

In this chapter, a general Model Predictive Control (MPC) was applied to reduce struc-
tural response under earthquake induced loads. MPC schemes were designed for a SDOF
and a three-story building models using an active tendon system. A parameter study was
conducted to delineate the influence of different weighting factors on the control force,
and prediction and control horizons.This study clearly demonstrated the effectiveness of
the general MPC strategy for reducing structural response under earthquake loads.
Accordingly, the displacement and acceleration response of the building were reduced sig-
nificantly. The performance of MPC in the infinite horizon case was shown to be compara-
ble to theH, strategies. This chapter has demonstrated the effectiveness of MPC scheme

in controlling structural motions under earthquakes and provided the framework for cap-
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turing the attractive features of MPC, i.e., computational expediency and real-time appli-
cations. Another salient feature of MPC that concerns its intrinsic ability to include
constraints in the design process for structural control applications will be discussed in

next chapter.
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CHAPTER 3

CONSTRAINTS STUDY IN STRUCTURAL CONTROL

A topic of significant practical importance, that has been studied sparingly, concerns the
influence of physical constraints which are imposed on structures and control actuators.
These constraints are referred to as hard constraints, and they must be satisfied because
they reflect physical characteristics of the system. Correspondingly, another kind of con-
straint known as a soft constraint can be easily satisfied and is taken into account through
the optimization criteria. These can often be satisfied through the trade-offs between the
level of response and the applied force. In most structural control studies, hard constraints
have been ignored or avoided by manipulating the weighting parameters in the objective
function or by reducing the design loads. This is not very practical because all real life
conditions impose hard constraints or offer a limited level of available energy. The inten-
sity or magnitude of the natural events is random in nature and is treated in design in a
probabilistic framework. Actuators, often employed in control devices, have limited
strokes and associated control force that can be introduced. For example, active mass
dampers (AMDs) are constrained by their strokes and their capacity to generate force
which depend on damper size, power source, and the damper mass. The saturation
method, which simply cuts off the force at a prescribed value, is often used as a way to

deal with these constraints. However, if saturation is considered, the controller’s stability
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and optimization features are affected. In the literature, a variable feedback gain was
applied to maintain an AMD'’s operation within the limits of its stroke and control input
(Nitta and Nishitani, 1998). Johnsat al. (1998) studied a mixed-objective optimal con-

trol framework usingl, andH, constraints to improve the controller performance.
D’Amato and Rotea (1998) used a genesgl method to solve the optimal problem under
stochastic hard constraints. The covariance control method was also proposed which
searches an optimal controller that minimizes the output variance and at the same time
places bounds on the output variance (Zhu and Skelton, 1998; Lu and Skelton, 1998).
However, these methods are rather complicated and may not be easily implemented.

In this chapter, structural control problems that are subjected to input/output inequality
constraints are studied using the MPC scheme. At each time step, the MPC scheme
involves the solution of an optimal problem that is subjected to certain constraints on both
the input and output. The problem is transformed into a quadratic programming frame-
work with inequality constraints. A solution is then sought within the limits to obtain the
optimal control forces that could be generated by actuators. Accordingly, the control com-
mand assures that the actuator works within the range of its prescribed capacity. This
chapter first discusses the formulation of the MPC scheme with constraints. Then exam-
ples of buildings represented by a single (SDOF) and a multiple degree-of-freedom
(MDOF) systems are employed to demonstrate the efficacy of this methodology. For the
SDOF system, an active tendon is used as the control device. Three cases of the control
design are considered, i.e., no constraints, weak constraints, and strict constraints. For the
three story building, both the active tendon and active mass damper are used as control

devices and cases involving no or weak constraints and strict constraints are compared.
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Numerical examples are presented to demonstrate the effectiveness of the MPC scheme

with constraints.

3.1 Constrained Model Predictive Control (MPC) Scheme

The basic ideas of Model Predictive Control (MPC) scheme with a structural model
were described in Chapter 2. In this section, the constrained MPC scheme is discussed.

The discrete-time state-space equations of the prediction model are expressed as

K(k+ 1K) = PR(K|k—1) + T a(k|k—1) + T 2(k|K)

§(k|k—1) = CX(k|k—1) + D (k|k—1) (3-1)

where x(k+1|k) represents the state at a future sampling time step, , and uses the
information available at time step  §(k|k—1) denotes estimate of the plant output at
time stepk based on information at time step1 ;= K IS a constant estimator gain
matrix; &(k|k) is the estimated error definedagisk) = y(k) —9(k|k—1)
Using Eq. (3-1), the process output predicted at gtep  for consecutive timekstgps ,
j =1,..,p can be expressed as a function of the current state veckpr and the con-

trol vector u(k) = [a(k(K) ... 0(k+)\—1\k)]T
W(k) = Hu(k) + Y,X(k|k—1) + Y &(k|K) (3-2)

andw() = [gT+ 1K) ... 97k + p) k)T , wherep is the prediction horizon anilis the con-
. . T
trol horizon. The reference output can be writterag) = [er(kJ, 1K) . YT (k+ pl k)}

Accordingly, the objective function is given by
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J= ming—;[W(k)—W,(k)]TQ[W(k)—Wr(k)] +%AUT(k)RAu(k)§ (3-3)

subjected to the following linear inequality constraints:

u(k) 2 upn(k) (3-4)
u(k) < Upay(K) (3-5)
[Au(K)| < Aupadk) (3-6)
Wk) 2 W,0(K) (3-7)
W(K) < W aK) (3-8)

The quadratic programming approach is utilized here to solve this optimization prob-
lem. Using the transformationv(k) = u(k) —u,,;,(k) , the optimization problem can be

written as

J

. = maxd (K)v(k) - %VT(k) Bu(K) D (3-9)
0 0

which is subjected to the generalized inequality constraints:
Av(K) < b(k) (3-10)

where

a(k) = HTQ[W,(K)-YX(k|k—1) = Y 2&(K| K)] + R{R3(K) — B tpin(K) (3-11)
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Ye = {(c:re)T c+oyry’ .. @:

b(k) =

B=H QH+RRR

—Whin(K) + Hupin(k) + Y X(k[k=1) +Y&(k|k)
L Wmax(K)=HUumin(k)=Y X(k[k=1)-Y&(k|k) |

0
uma)&k) - LJmin(k)

DU pax(K) + 8(K)-Ryu . (K)
AUpay(K) —3(K) + Ry, (K)

.
Yz = [(cqa)T (co2)’ ... (ccpp)ﬂ

p
k—
Y (@ Hr
k=1

.0/  |R..O
--..,R: --------- -
. Q 0..R
| 0..00
41 ..00
00..10
00 .. 1
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7
0
0

(3-12)

(3-13)

(3-14)

(3-15)

(3-16)

(3-17)

(3-18)



5(k) = [uT(k=1) 0 ... 0" (3-19)

This problem can be solved as a standard quadratic programming problenMadiag

(1998). The optimal solution is obtained in the constrained space. In order to accomplish
this, the quadratic problem involving an active set strategy is utilized. A feasible solution
is first obtained by solving a linear programming problem and then it is used as an initial
point for the iterative solution involved in the quadratic programming problem. Then an
iterative sequence of feasible points that converge to the desired solution are generated.
The optimal point obtained in this manner is the optimal predictive control force in the
constrained space which maximizes the objective functipn . In the following section,

examples are presented to demonstrate the constrained MPC scheme.

3.2 Numerical Examples and Analysis

In this section, a SDOF system represented by a single-story building with an active
tendon system is used to demonstrate the constrained and unconstrained control. It is fol-
lowed by a three-story building that uses an active tendon system and an active mass

damper under the constrained and unconstrained MPC schemes.

3.2.1 SDOF Building using Active Tendon

The SDOF building with the active tendon shown in Fig. 2.2 of Chapter 2 is used here.
The actuator introduces changes in the cable tension according to the MPC scheme. The
1940 El Centro earthquake record is scaled to 0.25 of its maximum intensity to excite the

building for the analysis in this example.
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First, the MPC scheme without constraints is compared to the MPC scheme with con-
straints. The constraints on the control force of the example structure are set much higher
than the expected range so that the control force remain within the bounds. Such con-
straints are referred as weak constraints in this paper. According to the optimal control
theory, this type of weak constrained case should provide results same as the uncon-
strained case. Accordingly, in this study, the following values were assigned to different
parameters. u, (k) = —1.2x 10° M, u,(k) = 1.2x 10° m, Au,.(k) = 4.15x 10° m,
Xmin(K) = [_0_0026_0_5§T and x,.,(k) = [0.0026 o_zﬁT . Multiply the limit of the control
commandy, by 4k.cosa/m , which is given above for the tendon. The range of the con-
trol force is set betweelﬁ_1500N 1500@ . In addition, an increase or decrease in the con-
trol force in one time step is restricted to 500N. In Figs. 3.1-3.4, the displacements,
accelerations, control forces, and force increment at each time step for the MPC scheme
without constraints and the MPC scheme with weak constraints are plotted, respectively.

The results are also summarizes in Table 3.1. As seen clearly, the results of MPC without

constraints and with the weak constraints are identical.
Table 3.1 Comparison between the MPC withoutConstraints and with Constraints

. MPC MPC with MPC with
without . Percentage . Percentage
without weak strict
control . . change . change
constraints| constraints constraints
o, (cm) 0.075 0.016 0.016 78% 0.019 74%
oy (cm/sz) 37.8 171 171 55% 18.2 52%
o (N) -—- 1775 1775 -—- 183.5 3%
Xmax(CM) 0.25 0.081 0.081 68% 0.120 52%
xmax(cm/sz) 135.4 114.9 114.9 15% 126.3 7%
fmax(N) -—- 1205.5 1205.5 g 799.9 - 34%
Af ax 210.5 210.5 99.9 -52%
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Figure 3.2 Building acceleration under no control and under
MPC with no constraints and weak constraints
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The controlled responses under MPC with strict constraints are then calculated using

the same example. The constraint on the control force is sel{_@gm goq\ﬂ . An
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increase or decrease in the control force at each time step is now constrained to 100N.
Accordingly, the constraints on the inputs areu,,(k) = -6.6464x 10°
UnadK) = 6.6464x 10%, Au,,, (k) = 8.308x 10°. Figures 3.5 and 3.6 show the displacement
and acceleration under MPC with strict constraints. Figure 3.7 plots the corresponding
control force, which does not exceed 800N, the upper limit of the constraint. Figure 3.8
displays the change in the control force at each time step. Again, the increment at each
step does not exceed 100N as imposed by the constraint. Therefore, the constraints
imposed in the MPC scheme to obtain the optimal control solution are faithfully main-
tained. The optimal control force is different from the control force obtained by using sat-
uration. Rather, it is an optimal solution considering the limitations on the magnitude of
the control force in which the maximum control force reached at a time instant would

affect the future control force and response.
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Figure 3.5 Building displacement under no control and under
MPC with strict constraints.
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The root mean square and maximum values of displacement, acceleration and control
force under MPC with strict constraints are given in Table 3.1. As pointed out before, there
is no difference in the response statistics between the MPC with no constraints and with
weak constraints. Beside this, there are several other results noted in Table 3.1. While on
one hand, once strict constraints are imposed, the response statistics are affected only
slightly when compared to the unconstrained and weakly constrained cases. On the other
hand, in the case of strict constraints, the maximum control force is 33% smaller, and the
control force increment at each time step is 52.3% smaller. The root mean square value of
the control force is slightly larger than that in the unconstrained case. This increase is
introduced by the constraints, which make the control force change at a slower rate and
thus introduce more time for the controller to work in its full capacity than in the uncon-

strained case. Although the control force is much smaller when the constraints are
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imposed, the controlled responses change slightly, which is due to the action of an optimal
controller despite the presence of imposed constraints. This also provides an economic

control design for civil structures because the potential of the actuator is fully explored.

3.2.2 Three-story Building Using Active Tendon

In this example, the three-story building utilized in Chapter 2 (Fig. 2.8) is employed to
demonstrate the effectiveness of the MPC scheme with constraints. The active tendon is
installed on the first floor. The parameters are choseasl;,; R =50000 p =56
and A =2 .

The structural responses are obtained by using the MPC scheme without constraints,
with weak constraints and with strict constraints. In the weak constraint case, the control
force is limited between 400N and -400N, and the constraint on the increment of the con-
trol force at each time step is set at 100N. In the strict constraint case, the control force is
limited between -300N and 300N and the constraint on the control force increment at each
time step is set at 20N. Table 3.2 lists the structural responses obtained in these three
cases. Similar to the results for a single-story building, the displacement, acceleration and
control force are identical under the MPC scheme with weak or no constraints. The con-
trolled responses under the MPC with strict constraints are at the same level as MPC with
no constraints. However, its control force with the maximum value equal to its upper con-

straint limit is much smaller.
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Table 3.2 Comparison between MPC with no or weak constraints and MPC with
strict constraints for a 3-story building using active tendon

MPC with no MPC with
3rd floor .
response uncontrolled or weak percent strict percent
P constraints constraints
o, (cm) 0.16 0.077 52% 0.077 52%
o, (cm/<) 46.5 25.0 46% 25.2 46%
a; (N) 84.9 80.5 -5%
Xmax (M) 0.38 0.30 21% 0.30 21%
X (MIS) 154.6 143.9 7% 143.9 7%
frmax (N) 381.7 300.0 -21%
Af ax (N) 24.7 19.9 -19%

Figures 3.9-3.12 graphically describe the displacement, acceleration, control force and
the increment of the control force without control and under the MPC scheme with no or
weak constraints. Figures 3.13-3.16 show the displacement, acceleration, control force
and the increment of the control force under no control and under the MPC with strict con-
straints, respectively. These figures show that if no constraint or weak constraints are
added, the peaks of the control force (Fig. 3.11) and the increment of the control force at
each time step (Fig. 3.12) go beyond the 300N and 20N, respectively. This is different
from that in the strict constraint case, where both of the control force and the increment of
control force stay within the prescribed boundaries, [-300, 300] N (Fig. 3.15) and [-20, 20]
N (Fig. 3.16), respectively. These results lead to the conclusion that the MPC based
scheme that takes into account strict constraints can provide effective control with restric-

tions on the control devices.
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3.2.3 Three-Story Building using AMD

In this section, the effectiveness of MPC

scheme with strict constraints is further stud-

ied in an active mass damper controlled
building as the one in section 3.2.2. But the

controller is changed from the active tendon

placed on the first floor to the active mass

damper placed on the top floor. The natural

u
Controller =—

Figure 3.17 3-story building using
AMD damental frequency of the building. The

frequency of the damper is tuned to the fun-

mass, damping ratio, and natural frequency of the damper arex 0.02m; ¢, =,0.2
and , = 095wrad/s . In this example, p=8 , A=2 , R=1 and
Q = diag[100, 10Q 1000 1 0 0,0 ]oare used.

As shown in the former sections, the weak constrained case is the same as no con-
straints. In this section, they are referred to as the MPC with no/weak constraints scheme.
The building response under MPC with no/weak constraints is first simulated. In the case
of strict constraints, the constraints are placed on the control force, the increment of the
control force and the displacement of the damper mass. These are quite realistic con-
straints experienced by designers of such devices. The constraints for the control force is
set as [-500N, 500N]. The maximum increment of the control force at each time step is 66
N and the maximum damper stroke is 7.5 cm. In Table 3.3, the root mean square and max-

imum values of the displacement, acceleration, and control force are given. It is noted that
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once the strict constraints are implemented, the control performance is slightly affected

but the damper always operates within the prescribed constraints.

Table 3.3 Comparison between MPC with no/weak Constraints and MPC with
Constraints for a Building using AMD

MPC with MPC with
3rd floor :
uncontrolled| no/weak Percentage strict percentage
response : i
constraints constraints
o, (cm) 0.16 0.079 50.4% 0.083 48.4%
oy (cm/<) 46.5 23.8 48.7% 24.8 46.6%
a; (N) 190.9 215.8 13.3%
Xmax(CM) 0.38 0.28 26.3% 0.27 29.0%
Ko (CM/S) 154.6 125.8 18.6% 125.5 18.9%
Finax(N) 566.9 500 -11.8%
Af oy (N) 71.1 66 -7.2%

Figures 3.18 and 3.19 show the displacement and acceleration responses of the top floor
of the building under the MPC with strict constraints, where the dashed lines represent the
structural responses without control and the solid lines represent the responses of the sys-
tem with strict constraints. Figures 3.20 and 3.21 show the control force and increment of
the control force at each time step. The control force is shown to stay within the range of [-
500 N, 500N] and the increment is limited between -66 N and 66N as prescribed in the
constraints. There are a few time steps that control force reaches its maximum value. Fig-
ures 3.22 and 3.23 compare the displacement of the AMD mass with no constraints and
with strict constraints. If no constraints are added, the displacement of the AMD can reach

8.4 cm. However, in the presence of constraints, the maximum displacement of the AMD
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is limited to 7.5 cm. This displacement constraint is often very pivotal due to the limited

space typically available for the movement of damper mass in actual structures.
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In summary, the above numerical examples show that the MPC scheme can effectively
incorporate constraints for structural control applications. Simulations show that for both
the active tendon and AMD systems, the MPC scheme with strict constraints can perform
at optimal level while maintaining the control force within the prescribed envelope and the
change of control force at each time step within a pre-assigned value. For the AMD case,
the damper displacement is restricted within a pre-defined upper limit. Above all, the
MPC scheme with constraints attempts to solve actual engineering problems and provides

an effective method for including the constraints that were ignored in previous studies.

3.3 Summary

In this chapter, the Model Predictive Control scheme was employed to reduce structural
response under earthquake excitation while the structure and the control device were sub-
jected to input/output inequality constraints. At each time step, the MPC scheme results in
an optimization problem subjected to certain constraints on the input and output. This
problem is then recast as a quadratic programming problem in a constrained space. The
optimal solution is then found in this constrained space to obtain the optimal control
forces.

Examples of buildings representing a single and multiple degree-of-freedom systems
were presented to demonstrate the efficacy of this methodology. For the single degree-of-
freedom system, the active tendon system was used as the control device. The analysis
included cases of no constraints, weak constraints and strict constraints. For the three story
building, both the active tendon system and the active mass damper were used as control-

lers and response levels under no constraints and strict constraints were compared.
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Numerical examples demonstrated the effectiveness of the MPC scheme under strict con-
straints. For the active tendon system, the maximum control force and the force variation
at each time step were considered as constraints. For the AMD system, the damper dis-
placement, the maximum control force and the force variation at each time step were con-
straints considered. An optimal control design was obtained at each time step which
satisfied the imposed conditions. Results show that the weak constrained case provides
response reduction at the save level as unconstrained case. In the strict constraint case, the
actuator capacity is exploited more effectively and the response reduction levels are simi-
lar to those in unconstrained case but with a smaller control force. Therefore, in the rest of
this study, MPC with strict constraints will be referred as MPC with constraints.

The proposed MPC based method with constraints provides a reliable and convenient
approach to study structural controls under constraints. This scheme can also enhance the
efficiency and utilization of the actuator which makes the actuator design economically
attractive. It is anticipated that with the availability of high speed actuators and fast digital
processors and communication boards like processors on the chip, the MPC scheme with

constraints will be conveniently implemented in real structures in the very near future.
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CHAPTER 4

SEMI-ACTIVE CONTROL SYSTEM DESIGN

As discussed in Chapter 1, passive control devices have been used as energy dissipating
systems in civil engineering structures. These systems do not require any external source
of energy in their primary functions. On the contrary, active control devices utilize signifi-
cant amount of external power to provide changeable control force actions under different
loading conditions and structural behaviors. Semi-active control devices combine the
advantages of both passive and active control system. These systems can offer effective-
ness parallel to active systems and yet require much less external energy than a typical
active control system.

Semi-active control systems were first studied in civil engineering structures by Hrovat
et al. (1983) who proposed a semi-active tuned mass damper (SATMD) in structural con-
trol design. This SATMD involves a variable orifice damper which has a diameter-adjust-
able orifice. (Hrovat, 1983; Mizuno, 1992; Sack, 1994). Semi-active tuned liquid column
dampers (SATLCD) are primarily a liquid mass version of SATMD and have been studied
by Kareem (1994), and Haroun and Pires (1994). SATLCD relies on the liquid motion in a
U-shaped tube to generate inertial force like the secondary mass of a TMD. The change-
able orifice within the SATLCD acts as the active device for the alternation of the control

force. Other semi-active devices include controllable fluid dampers. The controllable flu-
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ids can alter their state in milliseconds like Electorheological (ER) fluids and Magne-
torheological (MR) fluids. ER dampers were studied for civil engineering applications by
Ehrgott and Masri (1992, 1994), Gavin et al (1994), Makris et al (1995), Masri et al
(1995), etc. MR dampers have been extensively studied by Carlson (1994), Carlson and
Weiss (1994), Spencer et al. (1996, 1997) and Dyke (1996). The full-scale implementation
of these controllable fluid damper, particularly MR dampers is currently underway (Yang,
et al., 2000 and 2001).

For SATMD and SATLCD, usually the desired control force is formulated based on an
optimal control law and then this desired control force is cut off at a level to obtain the
final control force which is related to the directions of the damper’s relative velocity and
desired control force. This is known as clipped control force. However, the clipped control
force is not optimal because it is an improvised version of the desired optimal control
force.

This study models the variation of damping force in semi-active systems in term of
time-varying constraints. An optimal control design is then achieved through the applica-
tion of a constrained MPC scheme.

In an SATMD and SATLCD, variable damping serves the role of changes in the control
force according to the changes in applied loading and associated structural response by
means of a variable orifice system. The damping force is governed by the signs of the
desired control force and the relative velocity. These limitations are then recast in terms of
time-varying constraints on the control force. The constrained MPC scheme incorporates

constraints on the control force and provides an optimal solution to the controlled system.
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To demonstrate the effectiveness of the scheme, the constrained MPC scheme is
employed to reduce the structural response under wind excitation by using SATMD and
SATLCD in this chapter. First, SATMD and SATLCD are implemented in a single-degree-
of-freedom (SDOF) building model and their performance is evaluated. An SATLCD is
then employed in a building modeled as a five degree-of-freedom (DOF) system. The pas-
sive control, clipped-LQ control, and the constrained MPC scheme for semi-active devices

are then investigated.

4.1 SATMD and SATLCD Models

This section discusses the basic modeling of semi-active tuned mass damper and semi-

active tuned liquid column damper.

4.1.1 SATMD

Figure 4.1 represents the building to be controlled by an SATMD. The equations of
motion describing the dynamics of an SDOF building and the SATMD can be represented
by Eq. (2-1). The control force is governed by the semi-active device acting between the
building and the damper mass.

The semi-active damper consists of a piston-cylinder combination supplemented by a
control valve as shown in Fig. 4.2. The cylinder can be viewed as attached to the building
and the piston to the mass damper. For the passive mode of operation, the valve is station-
ary and open, which corresponds to the standard passive damping scheme. In the semi-

active control mode, the valve can be controlled to have upward or downward motions.
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Accordingly, the different levels of damping force are thus introduced which depend on
the valve position.

In an active control device, any desired control forge, , can be delivered. However, a
semi-active device can only produce the desired force when feasible. This is because the
damping force is always in a direction opposite to the relative velocity. Mathematically,
the semi-active damper force is given by

(1-sgn(uy2)) _ U1(q=20)

Usty———— sgn(q) = 3 1(q<0) (4-1)

in which uy is the desired control force which is obtained from optimal control scheme,

is the relative velocity between the mass damper and the building (Hrovat et al, 1983).

Semi-active

k I
damper - d e Vﬁe g]& ggm:gland
oQ__ ™
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/

Figure 4.1 SDOF system with SATMD Figure 4.2 Semi-active actuator

59



4.1.2 SATLCD

SATLCD consists of liqguid mass in a U-shaped container and an adjustable orifice as
shown in Fig. 4.3. Like an SATMD, it is usually placed near the top of the building and
takes advantage of the existing water storage of the building. The control force is derived
from the inertia of the liquid mass and the damping effect of the hydrodynamic head loss.

In this study, the valve dynamics of the adjustable orifice is assumed negligible.

B
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v
/ Xs(t
7 Orifice ()
/
/
; K 1Z1
SAVAVAN
7 y f(t)
/ s —
7 LL
7 C
/
7
‘ — X(1)

Figure 4.3SDOF system with SATLCD

The dynamics of the coupled SATLCD and the structure system can be expressed as:

pAL pAB
M

PAB pAL + M| | X(t) 0 C| | x(t) 0 KJ[x(t) f(t)

Xf(t)} +

(PAE|Xq ()])/2 0} {x}(t)} N {2pAg 0}

Al e

where M, K and C are the mass, damping and stiffness matrices of structure, respectively;
x; andx are the vertical elevation change of liquid surface and the lateral displacement of

the structurep , L, B and A are the density, length, width and cross-sectional area of the
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liquid column; ¢ is the coefficient of head loss governed by the orifice opening ¢aso;

the acceleration of gravityf(t) is the external disturbance applied to the structure. The
matrix equation (4-2) is nonlinear because of the nonlinear damping force generated by
the loss of energy through the orifice. To make it simpler, the damping force is moved to

the right hand side of the equation and is treated as the control force. As a result, Eq. (4-2)

can be written as:
{pAL PAB }{Xf(t)} N {o ﬂxf(t)} . {ZpAg o} {Xf(t)}
PAB pAL + M| | X(t) 0 CJ| x(1) 0 KJ| x(t)

] L(()tj ' H 1 @9

whereu(t) = —(pAE|x;(t)|x;(t))/2 is the damping force that can be adjusted by changing
orifice opening ratio using different control schemes. For the active control system, the
control force is realized by using an external actuator to pump the liquid to oscillate inside
the U-tube which is not influenced by the direction of the liquid velocity. For the semi-
active control, the variation of damping force is realized by altering the orifice opening
which results in changes in the head loss coefficient. The change of the head loss coeffi-

cient is limited by the physical performance of the valve as follows

&(t) = —2u(t)/ (PA| X; (1) x¢(1)) if u(t)x(t)<0
E(t) = &min if u(tyx(t)=0 (4-4)
The head loss coefficient ranges between 0and , where ¢ and representing
the fully opened orifice and the completely closed orifice, respectigely. at all times,
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which meansu(t) is always in the opposite directiorkgf) . Usually an upper lingt of
known ast,,,, is specified, which corresponds to the smallest orifice opening ratio. There-

fore, the bounds for the supplied control force s, , Where
O<u(t) S_pAEmax‘Xf(t)‘Xf(t)/z (4_5)

For the continuously-varying orifice contr@, can change continuously between 0 and

&max- REWriting Eq. (4-3) in the state space expression:

x= 4 =] © Loals] O }U(t)+Hf(t)
%o| |-M7TK —-M7IC| %] M7L E

= AX+Bu+Gf(t) (4-6)

where| is identity matrixm K ¢ L ,ar®l are mass, stiffness, damping, control

force location, and loading position matrices, respectively, which are given as:

M = {pAL pAB | (4-7)
pAB pAL+ M
- [2pAg O -
K { o K}, (4-8)
c={°°},L=H,andE=H (4-9)
0C 0 1

For real-time digital implementation of MPC control, Eq. (4-3) is expressed in discrete

time as
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x((k+1)At) = dx(KAt) + I u(kAt) + T 3%, (kAt) (4-10)

where ® , P, are2nx2n matrices and, ignxm  matrix defined ly= " |

At
P, = J’O dr, r, = P,B, andr, = P,G .Atis the sampling time. The output measurement

is
y(K) = Cyx(K) + Dyu(k) +Ff (k) (4-11)

wherec, =1 ,D, = 0, andr, = 0 in the case of state feedbagk; [-M™'K -mM™C] ,
D, = ML, andF, = E inthe case of acceleration feedback.

For SATMD and SATLCD, the desired control force is generally formulated according
to a control law and then this desired control force is trimmed according to Eq. (4-1) and

(4-5) to obtain the final control force, which is the clipped optimal control force. This

study simplifies the damping force generating mechanism in semi-active systems by inter-

preting it in terms of time-varying constraints. An optimal control design is directly

achieved through the application of an MPC scheme subjected to constraints.

4.2 Examples

In order to demonstrate MPC based semi-active control, two examples are used in the

following analysis. In the first, a single-degree-of-freedom system (SDOF) is studied by
employing SATMD and SATLCD. The second example analyzes a five degree-of-freedom

building equipped with an SATLCD.
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4.2.1 SDOF System

First, a SDOF system with a semi-active tuned mass damper proposed by Hrovat et al.
(1983) is studied. The semi-active tuned liquid column damper presented by Haroun and
Pires (1994) is then used on the same structure to demonstrate the control efficiency. The

parameters of the systems studied are given in Table 4.1 (Haroun and Pires, 1994).

Table 4.1 Data for the SDOF, TMD and TLCD

Building Data TMD Data TLCD Data
m, = 1.04x 1¢  kip.seélin | m, = 2.8 kip.se&/in L =657 ft
k, = 1.04x 13 kip/in kg = 1.73 Kip/in B =46.0 ft
¢, = 208 kip.seclin ¢y = 0.137 kip.sec/in A= 1049 ft?
(, = 0.01 (4 = 0.036 Eom =15
o, = 1.0 radisec wy = 0.912 rad/sec Wiea = 0.99 rad/sec

For simplicity, the wind load is modeled by:
f(t) = p(3sinwt + 7sin2wt + 5sin3wt + 4sin4wt) (4-12)

wherep = 9.75 kips, ando = 1.0 rad/sec, which is the same as the natural frequency of
the structure. For the SATMD, the control force is generated according to Eq. (4-1). Hro-
vat et al. (1983) used clipped semi-active optimal control to limit the maximum semi-

active force to a reasonable value, i.e. 7 kips. Here a time varying constrained MPC
scheme is applied to make the control force stay within the damper capability. Therefore,

the following limits can be derived from Eq. (4-1):

Omaxy =7

Case One: ifz<0 o .
gmin(u) = 0

(4-13)
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Omaxy =0

Case two: ifz>0 o .
min(u) = -7

(4-14)

The above constraints switch between the two cases according to the direction of the
relative velocity, which changes with time as shown in Fig 4.4. These constraints are time-
varying and updated at each time step. The MPC constrained scheme provides an optimal
solution within these time-varying constraints. The control results using the SATMD are
shown in Table 4.2. The performance of the different control schemes are measured by
root mean square (RMS) values of displacement and acceleration. As show in Table 4.2,
Yims: Verms @Ndu,,s are RMS values of the displacement, acceleration of the structure, and

the control force, respectively.
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|
|
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|
| |
| |

control force limits (Ib)
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time (second)

Figure 4.4 Time-varying constraints using SATMD.
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Table 4.2 Summary of Main Results using SATMD

Type of control Yims () | Yims (iN/5€8) | Uyns (Ib)
No control 4.5 4.5 -
Passive TMD 2.0 2.1 -
SA-clipped TMD(LQ) 1.3 15 3.3
SATMD (MPC constrained) 1.2 1.4 3.3
ATMD (MPC constrained) 0.77 1.1 3.3

In Table 4.2, the results of five cases are listed. The results of the first three cases, i.e.,
no control, passive TMD and SA-clipped TMD are obtained from Hrovat et al. (1983).
The last two cases are SATMD and active TMD using constrained MPC. Apparently, the
results of the last two cases are better than those in the first three cases. SATMD based on
MPC scheme gives 7% more reduction on the displacement and acceleration with the
same damping force. The constrained case of actively controlled TMD performs 30% bet-
ter in displacement reduction and 21% better in acceleration reduction than the SATMD
using MPC constrained. Figure 4.5 shows building displacement responses under passive
control, semi-active control and active control based on MPC constrained scheme, respec-
tively. Figure 4.6 shows that the control force using ATMD remains witkiin kips with a
RMS value of 3.3N. The semi-active control force is shown in Fig. 4.7 which has a RMS
value of 3.3N. It changes between either 0 and 7 kips or -7 and 0 kips depending on the

sign of relative velocity.
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Figure 4.7 SA Control force based on MPC constrained scheme

The same SDOF building is used in the following example which employs SATLCD as
a controller device. Here SATLCD control force is generated based on the MPC scheme.
The salient features of the TLCD are given in Table 4.1. According to Eq. (4-4)-(4-5), the

control force is given by the following rules:

0 0 o &<0
u= 0 -PAEXMIX(1/2 | if Ho<E<E . . (4-15)
HHPAE ad X, (1) % ()2 H &> 8

Accordingly, it can be shown that the control force is constrained within the following

limits which are time-varying.

Emﬁv( U = —PA&max X (1) [X(t)/2

4-16
0 min(u) = 0 ( )

if %<0,
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O max(y = 0

if x;=0, E(“i”(“) = —PAE max X, (1) [ X4 (1)/2

(4-17)
SATLCD with MPC constrained scheme considers the orifice operating strategy as con-
straints on the control force, which has limitations expressed by Egs. (4-16) and (4-17).
Figure 4.8 shows the time-varying constraints. It can be seen that the non-zero maximum
and minimum values of constraint are moduled by the liquid relative velocity and the max-

imum head loss coefficient.
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Figure 4.8 Time-varying constraint using SATLCD.
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RMS values of the displacement and acceleration response in four cases (no control,
SATLCD using clipped LQR, and SATLCD using MPC constrained) are shown in Table
4.3. SATLCD represents semi-active controlled TLCD. It shows that the constrained MPC
provides better displacement reduction than the clipped LQR control. The SATLCD based
on the constrained MPC scheme gives 20% more reduction in the displacement and uses

33% smaller damping force. If the orifice control strategy described by Eqgs. (4-4) and (4-
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5) is expressed in terms of bounds as in Egs. (4-16) and (4-17), the performance of the
controller is improved. Figure 4.9 shows the controlled displacement response under the
clipped-LQR and MPC constrained schemes, respectively. The head loss under the MPC
scheme is plotted in Fig. 4.10. The control forces in the SATLCD case using clipped LQR

and MPC constrained schemes are shown in Fig. 4.11. From the figures and Table 4.3, itis

can be concluded that SATLCD provides a better control performance than the clipped

LQR control.
Table 4.3 Summary of Main Results using SATLCD
Type of control Yims () | Yims (iN/S€C) | s (Ib)
No Control 4.5 4.5 -
SATLCD (Clipped LQR) 1.00 1.24 1.223
SATLCD (MPC constrained 0.801 1.09 0.813
In order to examine the influence of the maximum head I§ss, , on the control perfor-

mance, three performance criteria are defined:

J, = Yurms ™ Yrms ), = yurr'.n's_yrms 0 Js = U (4_18)

yurms yurms

wherey,.,. andy,.,s are the uncontrolled RMS values of building displacement and
acceleration, respectively. The upper limit of the coefficient of head &gss, , is related to
the smallest orifice opening ratio that is needed to maintain the liquid oscillations for con-
trol action. For different,,,, values, the controller performance varies (Fig. 4.12) and it
influences the level of control force and the correspondingly controlled response. A
smaller value of¢, ., limits the control force to a relatively small value and results in

lower reduction of structural response. Agux increases, there is a concomitant increase
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inJ;,J, andJ; uptcg, ., = 10 and after that either these measures remain unchanged or

are slightly changed (Fig. 4.12).
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4.2.2 Multi-Story Building

In this example, a multi-story building subjected to the along-wind aerodynamic excita-
tion is used to illustrate the MPC based scheme. The building dimensions are 31m square
in plan and 183m in height. The structural system is lumped at five levels and the associ-

ated mass, stiffness and damping matrices are listed below (Kareem, 1981):

4%5 0 0 0 O
0 4%5 0 0 O
M=| 0 o0 4% 0 0 | Slug (4-19)
0 0 0 4%5 0
0O 0 0 0 4%5
8.77e6 —8.77%6 0 0 0
_8.77e6 1.7%7 -8.77%6 O 0
K=| 0 -87%6 1.7%7 -8.7%6 0 | slug/$ (4-20)
0 0 —87%6 1.7%7 —8.776
0 0 0 -87%86 1.7%7

3.41e4 —1.9%4 —4.4023 —1.7%3 —6.80e2
~1.9%4 4964 —1.724 —3.323 —1.073

C = |_4.40e3 —-1.724 5054 —1.664 2.6%3| Slug/s (4-21)
_1.753 —3.3%3 —1.6624 5.1%4 —1.554
—6.80e2 —1.07e3 —2.6%3 —1.554 5.4024

The five natural frequencies of this building are 0.20, 0.583, 0.921, 1.182 andHz348
respectively. The corresponding modal damping ratios are 1%, 1.57%, 2.14%, 2.52%, and
2.9%. The alongwind aerodynamics loading model used to generate wind excitation is
based on the quasi-steady and strip theories. Its details will be discussed in Chapter 7. Fig-
ure 4.13 shows the power spectral density of the modeled wind velocity and the prescribed
spectrum. It can be seen that the target and the simulated spectra have a good agreement.

Figure 4.14 shows a sample time history of wind velocity at the top level of the building.
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The semi-active TLCD is set up on the top level and the MPC with constrained scheme
is employed to reduce the building motion in the alongwind direction. The structural
response under different control schemes are listed in Table 4.4. The results of no control,
passive TLCD, SATLCD using MPC constrained scheme, and semi-active TLCD using
LQR are compared. On the one hand, SATLCD using MPC constrained scheme results in
17% and 14% more reduction in displacement and acceleration, respectively, than the pas-
sive control. On the other hand, it utilizes a 16% smaller damping force while reducing the
displacement 5% more than the clipped LQR scheme. In conclusion, the SATLCD using
MPC constrained scheme can deliver better performance for the multi-story building like

the SDOF examples.

Table 4.4 Responses of the five-story building

ControlScheme  y,ms (€M) Jims (CMVS) Ums (KN)
Uncontrolled 15.21 25.62

Passive Contro 11.22 20.18

Clipped LQR 9.15 17.17 90.3
Sghg%?&? 8.74 16.72 74.5

Figure 4.15 shows the displacement response of the top level under passive control,
clipped LQR and SATLCD using MPC constrained scheme. The damping forces gener-
ated by the clipped LQR and the SATLCD using MPC scheme are displayed in Fig. 4.16.

The difference between the two control forces is clear as noted in Table 4.4.
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To sum up, SATLCD based on the MPC constrained scheme shows good performance
and provides an optimal solution to the semi-active controlled tuned liquid column damp-
ers. This control scheme considers the limits on the head loss of the orifice, which are due
to the physical limitation of the valve opening, and converts these to the constraints on the
control force. By using MPC with time-varying constraints on the control force, an opti-

mal control force is generated and good control effects are obtained.

4.3 Summary

In this chapter, the MPC constrained scheme was studied for application to the semi-
active control devices. The damping force variation mechanism in the semi-active systems
was simplified and expressed in terms of time-varying constraints. An optimal control
design was achieved through the application of an MPC scheme subjected to constraints.
An SATMD and SATLCD were implemented in a single-degree-of-freedom (SDOF)
building model and their performances were evaluated. An SATLCD was then employed
in a building modeled as a five degree-of-freedom (DOF) system. From the SDOF build-
ing study, it can be seen that there is an optimal value of the maximum head loss coeffi-
cient that results in the best control performance. However, the changes in the maximum
value of head loss coefficient does not have a dramatic improvement on the control perfor-
mance. In both building models, the semi-active device based on the constrained MPC
delivered better performance than the clipped LQR scheme. It shows that the constrained
MPC offers more effective control design strategy for the semi-active systems with

restrained damping force.
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CHAPTER 5

MPC USING ACCELERATION FEEDBACK

Most of the control strategies utilize displacement and/or velocity response measure-
ments of the structure as a feedback. However, directly measuring these response compo-
nents can be quite difficult because the displacement and velocity are not absolute
measurements, i.e. they need a fixed reference frame. In addition, during an earthquake, a
structure’s foundation moves with the ground, and thus does not provide a convenient
fixed reference coordinate system. Therefore, control algorithms based on such measure-
ments are impracticable for full-scale implementation. As a result, the acceleration
response feedback becomes an attractive option. Furthermore, measuring the earthquake-
induced acceleration response at different locations in the structure by means of acceler-
ometers is relatively convenient (Spencer et al, 1991, 1992; Dyke et al, 1996).

This chapter employs the MPC scheme to reduce structural response of buildings under
earthquakes by using acceleration response feedback. The Kalman-Bucy filter in the state
observer is used to estimate the system states from the acceleration output feedback. Four
different examples are employed to demonstrate the effectiveness of the acceleration feed-
back methodology. The first two examples analyze buildings using active tendon devices,
and the second set of examples using active mass dampers (AMDs). In each case, the first

building is a single-degree-of-freedom (SDOF) system and the second building is a three-
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story one. For the SDOF system, the analysis results of the acceleration feedback are com-
pared to those obtained from the state feedback. Furthermore, the influence of accelerom-
eter locations on the effectiveness of the controller is also examined in the three-story

building example.

5.1 Problem Formulation

In Chapter 2 the equations of the motion are presented. In this Chapter, acceleration is

the measured output. An overall system model is listed below.

x(k+1) = @(k)x(k) + ' (k)u(k) +T4(k)Xq(k)

y(K) = Cx(K) + D u(k) + Dyy +V (5-1)

in which y(k) is the measured acceleration output; is the measurement noise and

C= [—M_lK M ‘10} (5-2)

L, Dy=0 (5-3)

5.2 Acceleration Feedback and State Estimator

As stated earlier, acceleration measurements are more straightforward and convenient
than the displacement and velocity responses, which define the states of the system. The
main assumption for using the Kalman-Bucy filter in the MPC scheme is that the input and
output disturbances are random with zero mean values (Ricker, 1990). According to the

separation principle (Kailath, 1980), the control and estimation problems can be consid-
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ered separately. Therefore, the estimator gain can be obtained independently of the feed-
back gain. The full state vectok(k) , is reconstructed by using an observer to obtain the

estimate of the state vectottk) . It can be constructed in the following manner
X(k+1) = ®x(k) + T u(k) + T o(y(k) -y (k) (5-4)
wherey(k) = Cx(k) + Du(k) and, is related to the Kalman-Bucy filter:
r, = PC'(CPCT +V)™ (5-5)

whereP is the unique, symmetric, and positive definite solution of the Riccati equation:

o
1

®[P—PC'[CPC +V] 'CP]®" + W} (5-6)

wherew = E[%%;] ;V = E[w] ;W =W whenw>0 ;and/ =Vv' wherv>0 .Itis

assumed that, and are uncorrelated to each otheg[%g'] = 0

5.3 MPC Using Acceleration Feedback
For the acceleration feedback problem, the prediction model can be expressed as:
x(k+1k) = ®x(k|k—=1) +T O(k|k=1) +T 2&(k|K)
z(k|lk=1) = Cx(k|k—1)

y(k|k—=1) = Cx(k|k—1)+D,0(k|k—1) (5-7)

wherex(k+1/k) estimates the state at the future sampling periad based on the infor-

mation available ak y(k/k—1) estimates the plant output at pekiod based on the infor-
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mation available at period—1 7(kk—1) estimates control output veators | . ; is
the Kalman-Bucy estimator gain matrix; ané(k|k) iIs the estimated error, i.e.,
e(k[k) = y(k) —y(k|k=1).

Using Eq. (5-7), the process output predicted atkhe -th time step and at subsequent
time stepsk+j ,j=1,..,p can be expressed as a function of the current state vector

x(k) and the control vector u(k) = [gT(k‘k) 0T(k+)\_1|k):|T as follows:
W(k) = Hu(k) + Yx(k|k—1) + Y 2&(k|K) (5-8)

and W(k) = [QT(k+ 1|k) ... z'(k + p| kﬂT , Wherep is the prediction horizon anil is
the control horizon. The reference output can be written as

W (k) = |,T Tk T.
‘ 2T (k+1[K) ... 2] (k+ p|K)

Therefore, the objective function is given by:
1 = 1 =
J = SIW(K) =W ()] TQIW(K) — W, (k)] + SuT (K Ru(k). (5-9)
By minimizing J , the optimal predictive control force is given by

U= [HTOH+ R HTQIYx(k|k=1) + Y.2(k|K)] (5-10)

in which
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' H, 0 o |
H, H H _
H = A M 1 H = Co ', (5-11)
Hy+1 Hi Hi+H;
| Hp Hp_g .o Hy+ oo+ H
T T 7"
Y, = [(CZCD) (C,92)" ... (czqnp)} ! (5-12)
-
T v 0P g O
Ye = [(Cle) (C,(1+®)Fy) ... [C, ¥ (O] » (5-13)
0 «=1 O
_ Q.. 0] _ R..O
Q=1... .. .. R=0 : (5-14)
0..0Q 0 R
The control variable taken at each time step ig(k) = G(k|K) . It can be expressed
as:
u(k) = Kox(k|k=1) +K,e(k K (5-15)

— - -1 7= : :
where K, is the first row of matrif HTQH +R] HTQYZ and, is the first row of
. = — -1 T—=
matrix [H QH+R] H'QY,.
The system and the observer can then be expressed in state-space equations as shown

below:
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x(k+1) | _ | ®+TK,C Ky~ K,C x(K) |,
x(k+1]k)|  [(TK,+T)C ®+T Ky —(F K,y +T)C)| [x(k|k—1)
ruKoDg+Fa |y 516
[(ruK2+re)Dd] Xg( ) ( )
k §
y(k) = [C+ D,K,C D,K; —D,K,C| &(:(kilj + |Dg + D K,Dy| %4(K) (5-17)

In the following example, MPC formulation presented in the preceding section is

utilized to demonstrate its applications to building structures.

5.4 Numerical Examples

Four numerical examples are presented below to demonstrate the acceleration feedback
scheme presented earlier. This scheme is first applied to two buildings, each utilizing an
active tendon device. It is then applied to the same two buildings, each equipped with an
AMD. The 1940 EI Centro earthquake record is scaled to 0.25 of its maximum intensity

and used in this analysis as the input ground motion.

5.4.1 Active Tendon System
The first example below analyzes a building modeled as a single-degree-of-freedom

(SDOF) system, and the second example analyzes a three-story building.

5.4.1.1 SDOF Building
The SDOF building with the active tendon used in Chapter 2 and shown in Fig. 2.2 is used

here. InthisexampleQ =1 \R=460 p=5 amd=2
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The analysis of the SDOF system using MPC with the acceleration feedback is com-
pared to that using MPC with the state (i.e. displacement and velocity) feedback. In the
former case, an observer is used to estimate the states of the system through the measured
acceleration output, and the estimator gain is obtained by the Kalman-Bucy filter as
described in Section 5.3. Table 5.1 lists the comparison results. Using almost the same
control force (the difference is 0.05% in RMS value and 1.2% in the maximum value),
these two schemes deliver similar control performance. The magnitude and phase plot of
the transfer function for the acceleration feedback are shown in Fig. 5.1. The peak values
of the system bode plot show a significant increase in damping after the control force is
included. The damping ratio with and without control is found to be 0.182 and 0.01,
respectively. Figures 5.2 and 5.3 show the time histories of the displacement and accelera-
tion responses of the building with and without the control action, respectively. Figure 5.4

shows the variation in control force for this example.

Table 5.1 Comparison Between MPC with State FB and MPC with Acceleration FB

p=5,A=2 without control s tg/ltg (f-:e\g(ijtgack Pt(e:rhcae:ézge al\(/:lfecl:e\:\;:ir:)n Pt(e:rhc::ézge
feedback
o, (cm) 0.075 0.0201 73.3 0.0202 73.2
o, (cm/) 37.8 14.6 61.3 14.7 61.2
a; (N) - 99.2 — 99.1 -0.05
Xmax(CM) 0.25 0.10 60.0 0.10 60.0
X (CMIS) 135.4 101.5 25.0 101.4 25.1
) - 672.0 - 663.7 -1.2
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5.4.1.2 Three-Story Building

In the following example, a three-story building with the active tendon system shown in
Chapter 2 (Fig. 2.8) is used to implement the MPC scheme using the acceleration feed-
back obtained from different locations. The mass, stiffness, and damping matrices of the
building are given in Table 2.4.

In this example four cases are considered. In the first case, the accelerometer is placed
at each floor. Then these acceleration outputs are fed back to the observer, which estimates
the states of the system. In the other three cases, the accelerometer is placed at one floor at
a time. Therefore, only one acceleration output is known, which is used as an input into
the observer to estimate the system states.

Table 5.2 lists the comparison of the top floor acceleration responses. Under these four
feedback configurations, results reveal that if the acceleration feedback is obtained from
the first floor, the control force is the lowest. The maximum top floor acceleration obtained
from the first floor feedback is slightly higher than that from the third floor feedback but
lower than those from the other two cases. Although the observed differences in the top
floor acceleration response in the studied cases are small, the control force in each case is
notably different.

In addition, Table 5.2 also shows that if the accelerometer is placed on the third floor,
the control force is the largest and the observed value of the maximum acceleration is the
lowest. If the accelerometer is placed on the second floor, the control force value is in
between those in the above two cases. The control performance for this configuration is

not as good as in the other cases. If the all-floor acceleration feedback is used, the RMS
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values of acceleration and displacement are found to be smaller than those in the other

three cases, but the control force becomes larger. This is because the acceleration feed-

backs of all three floors contain more information of all three modes of the building. The

controller tries to control all three modes. It requires more efforts which leads to the

increase in the control force.

Table 5.2 Comparison of Results Obtained from Various Accelerometer Layouts

3rd floor uncontrolled 3-floor 1st floor FB| 2nd floor FB 3rd floor FIB
response feedback
o, (cm) 0.162 0.085 0.091 0.087 0.087
o, (cm/9) 46.5 22.5 23.6 23.3 23.6
o (N) 51.6 47.0 49.2 50.4
Xpmax(CM) 0.38 0.29 0.31 0.29 0.29
Ko (CMIS) 154.6 137.0 136.8 141.2 136.1
£ (N) 173.4 156.7 159.1 183.9

In Figs. 5.5 and 5.6, the magnitude and phase plot of the transfer functions from the

ground motion to the first and third floor accelerations are shown. Three peaks occur at the

first three natural frequencies of the structure, which represent the first three modes. After

the control action is included, the contribution of these modes are reduced. Figure 5.7

gives the time history of the third floor acceleration and Fig. 5.8 shows the control force

generated by the active tendons.
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Figure 5.8Control force using active tendon.

5.4.2 Active Mass Damper
In the following examples, a SDOF and a three-story building each equipped with an

active mass damper (AMD) are studied.
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5.4.2.1 SDOF System

m2, k2,c2 In this example, the building from Sec-
tion 5.4.1.1 is analyzed again by putting
an active mass damper (AMD) on the

top of the building instead of the active

tendon system. The mass, damping
ratio, and natural frequency of the

Figure 5.9 SDOF building using AMD are chosen asm, = 0.02m, |,

AMD
w, = 21.6rad/s andg, = 0.1 . Asin Sec-

tion 5.1.1, MPC schemes using both the state feedback and the acceleration feedback are
employed. The parameters are chosenRas1 Q = diag[500000 10 0 p p =5 and
A=2.

Table 5.3 shows the results. It can be seen that both the state and acceleration feedback
schemes perform similarly. The maximum and RMS values of the displacement, accelera-
tion and control force are comparable. However, the maximum control force demanded by
the acceleration feedback scheme is significantly larger than that of the state feedback
scheme.

The transfer function relating the ground motion to the building acceleration is plotted
in Fig. 5.10. The response is greatly reduced around the structure’s natural frequency. If
the excitation frequency is far from the system’s natural frequency, the control system is

least effective. In addition, the damping ratio is increased faopax 10° in an uncon-

trolled case to 0.176 in the controlled case. Accordingly, the response of the system is sig-
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nificantly reduced. The time histories of the uncontrolled and controlled building

displacements are given in Fig. 5.11.

Table 5.3 Comparison between the MPC with state FB and acceleration FB (AMD)

. MPC with MPC with
without Percentage . Percentage
control state change acceleratior change
feedback 9 feedback 9
o, (cm) 0.08 0.031 59.4 0.034 55.3
oy (cm/sz) 37.8 20.0 47.2 20.6 45.6
o, (N) —— 144.7 — 152.8 5.52
Xmax (CM) 0.27 0.15 44 .4 0.16 40.7
Ko (CMIS) 135.4 126.5 6.6 126.8 6.4
Umax (N) = 483.8 —— 820.7 69.6
transfer function of ground motion to floor acceleration
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Figure 5.10Bode plot of ground motion to floor acceleration
using AMD
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5.4.2.2 Three-Story Building

The building analyzed in Chapter 3 Section 3.2.3 is used here with an active mass
damper placed on top of the third floor. The mass, damping ratio, and natural frequency of
the AMD are chosen as, = 0.02m; , = 0.2 , ang = 0.95wrad/s , respectively. Here,
p=5,\=2,R=0.03,andQ = diag[1000Q 10000 50000010, 0 Q Q .

The transfer functions that relate ground motion to the first and third floor acceleration
response are shown in Figs. 5.12 and 5.13. As shown in these two figures, the first mode
response is greatly reduced due to the combined effect of the active control force and the
tuning of the AMD to the first natural frequency of the building. The response in the sec-
ond and third modes is slightly reduced as a result of the active controlled mass damper.

In Table 5.4, the performance of the controller is observed for different configurations
of the acceleration feedback as in the active tendon example. In the four cases examined,

the best control effect can be achieved if the acceleration is measured at all three floors. If
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only one acceleration feedback is employed, almost the same control effect can be

obtained regardless of the location of the acceleration measurement.However, the control

force is the lowest when the acceleration is monitored at the first floor. Therefore, placing

the accelerometers on the first floor is more effective than placing them at other locations

if only one accelerometer is employed.
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Table 5.4 Comparison of Results Obtained Using Various Accelerometer Layouts

3rd floor uncontrolled| 3-floor FB| 1stfloor FB 2nd floor HB 3rd floor B
response
o, (cm) 0.162 0.049 0.050 0.050 0.051

oy (cm/<) 46.5 24.2 24.5 24.4 25.8
o, (N) 32.6 21.2 28.7 42.5
Xmax(CM) 0.38 0.29 0.26 0.27 0.28

Ko (CMIS) 154.6 136.1 136.4 139.0 140.6
Unax (N) 180.2 116.1 159.7 171.8

Figures. 5.12 and 5.13 show that the overall building performance with an AMD is sim-
ilar to those obtained using an active tendon. They also demonstrate that the second and
third modes contribute more to the first floor acceleration than to the third floor accelera-
tion. Therefore, the first floor acceleration feedback more effectively reduces the accelera-
tion response using a smaller level of control force. However, the relative improvement of
one over the other is small.

From above discussing, it is noted that the performance of the proposed MPC scheme
using the acceleration feedback is shown to be equally effective as that of the MPC
scheme using the state (displacement and velocity) feedback for the same objective func-
tion. Changing the location of the acceleration feedback has some subtle influence on the
controlled response and the control force. Similar trends are noted for both the active ten-

don device and the active tuned mass damper.

5.5 Summary

In this chapter, an MPC based scheme using the acceleration response feedback was

presented for controlling structural response to earthquake induced motions. An observer
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employing the Kalman-Bucy filter was utilized to estimate the system states from the mea-
sured acceleration output. The performances of a single-story and a three-story building
equipped with an active tendon and AMD systems were analyzed. In these examples, the
MPC scheme that utilized the acceleration feedback was compared to the MPC scheme
with the state feedback. The results suggested that the acceleration feedback scheme is
comparable to the state feedback approach and at the same time offers convenience in
measurements. Furthermore, the acceleration feedback from different floors resulted in a
rather similar response reduction, but the feedback from the first floor required the least

control force.
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CHAPTER 6

REAL-TIME STRUCTURAL CONTROL

Most of the control strategies reported in the literature have been based only on the
feedback (FB) control. However, some studies also utilized a feedforward (FF) compensa-
tor which works in conjunction with a FB loop (e.g., Suhar@pal.,, 1990 and 1992,
Yamada and Kobori, 1996; Mei al.,1998; Wu,et al., 1998, Yoshidat al,, 1998). In this
FF-FB scheme, the equations of structural motion are augmented with an appropriate
state-space excitation model that is based on a filtered Gaussian white noise process. The
FF loops can be formulated with two types of inputs. First, the FF loops can be based on
established spectral characteristics of the excitation (e.g., earthquakes, wind, and waves).
Second, the FF loops can be based on actual measurements and on-line models fitted to
the data (e.g., the auto-regressive (AR) model). These loops are then used in conjunction
with the equations of motion to determine both FF and FB gains. Suhatdjal.
(1990,1992), and Suhardjo and Kareem (1997) presented the frequency domain optimal
control of earthquake, wind, and wave excited structures using FF-FB control schemes.
Yamada and Kobori (1996) used an AR model to fit on-line measurements of ground
acceleration into a state-space excitation model and used the LQR control to obtain the
FF-FB gains. Their results demonstrated that the FF-FB strategy enhanced the perfor-

mance of the controller.
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In this chapter, MPC is employed in conjunction with the FF-FB strategy to reduce
structural response under earthquake excitation. First, the Kanai-Tajimi earthquake model
is used for the FF component of the FF-FB control. Next, a formulation of MPC with an
AR model embedded in the FF loop is presented. In this manner, a real-time FF link is
included to introduce predictive and adaptive features to account for seismic events with
unusual dynamic features. The AR model in the FF loop is based on initial observations of
the ground motion. The model is constantly updated with new information. The time
series based model is then used to represent the state equations of the excitation. Finally
the structural system equations are augmented with the excitation model to include real-
time earthquake input.

A single-story and a three-story building examples are used to demonstrate the method-
ology. The MPC-AR controller is shown to be effective in reducing structural response
under a host of earthquakes that contain distinct spectral and transient features. The results

of the MPC analysis are also compared with those of the LQG based control schemes.

6.1 Feedforward Model

6.1.1 Pre-Established Earthquake Model: Kanai-Tajimi

The earthquake signal can be modeled as filtered white noise process. The filter design
is based on a prescribed spectrum of ground motion, e.g., the Kanai-Tajimi model (Clough
and Penzien, 1993). In this discussion, the Kanai-Tajimi spectral description of the ground

motion is used as:
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4 25,2 2
oog+4mgzgw

S(w) = S (6-16)

(ooz—ooS)2 + 4005(50)2
whereZ, ,w, ands, are parameters which depend on the site soil characteristics and seis-
mic intensity. The transient or non-stationary feature of the earthquake is introduced
through an amplitude modulating function (Deodatis and Shinozuka, 1988).

The transfer function is then decomposed to get the state-space realization of the earth-

guake signal. The state-space representation can be expressed as:

r(k+1) = Ar(k) +Be (K

d(k) = C,(Kr (k) (6-17)

where r(k) is a two-dimensional vector containing the states of the seismic excitation
model; e (k) Is a stationary Gaussian vector white noise process;cl is a time-
varying vector that includes non-stationary excitation in this model. The matrices in the

excitation model are given by:

A:[O 1], a:H, C.(k) = 90| o 20,00 - (6-18)
B 9

2
OB —ZZgu)

where g(k) is a modulating function chosen to reflect the transient nature of the time-
dependent ground acceleration. This dynamic earthquake model can then be combined
with the state-space model of the structure to derive an augmented state-space equation,

which is used to perform FF-FB control.
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6.1.2 Real-time Model of Earthquake

The ground acceleration time history can be introduced through a time-varying auto-

regressive (AR) model to reflect the non-stationary features of ground motion. At each

time instantt, = kAt , aj-dimensional AR model is formulated by the Yule-Walker equa-

tion. The simulated seismic excitation at time  is definedigd

. The error between the

measured and the modeled excitatiefk) , Is then obtained at each step. The AR model

is expressed in the state-space form and is subsequently embedded into the overall system

state-space equations as follows:

rk+1) = AKr(K) + B, (K)e (K)

d(k) = C,(k)r(k) + D,(k)e (k)
where

;
r(k) = [dT(k—q) d'(k—q+1) ... d"(k=2) dT(k—l)]

0 1.. 0

S A A IR U R
—ag(K) .. ... —a,(K)

Cr(K) = —bo(K) [ay(K) ... ay(k)| D, (k) = by(K)

ay(k), aq_1(k), ..., a,(k), bo(k) ~ are obtained from the AR model at time

100
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6.2 Structure-Excitation Model

The building model described in Chapter 2 and the earthquake model given in the previ-
ous section are then combined to establish an augmented overall system model. From Egs.

(2-3) and (6-19), the following augmented state-space representation is obtained:
2(k+1) = d(K)z(k) + Fu(k)u(k) +a(k)e (K) (6-22)

in which

2(k+1) = Eg:iﬂ,&a(k) =

CDI_dcr(k) Iﬁ k) = ru |’$ k) = I_dDr(k) 6'23
0 AFM’ (0 M o =W (23

For the Kanai-Tajimi modelD, (k) = 0

6.3 Model Predictive Control Scheme with Feedfoward-Feedback Link

As illustrated in Chapter 2, the MPC scheme is based on an explicit use of a prediction
model of the system response to obtain the control action by minimizing an objective
function. For the FF-FB control, an earthquake model is formulated. The information
obtained from this model is forwarded to the controller and the measured outputs are fed
back to the controller as shown in Fig. 6.1. Both of them are included in the prediction

model for the MPC based control design.

As decribed in Chapter 2, the state-space equations of the system are expressed as:
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Figure 6.1 FF-FB control system
x(k+1) = dx(k) +rU(k)
y(k) = Cx(k) + DU(k) (6-24)

T .
whereu (k) = [UT(k) %" (k) wy (k) W' (K) wI(k)J ;w,(k) ,w(k) , andwv,(k) could be combined
into a single unmeasured disturbance variable entering at the plant output. The unmea-
sured disturbance terms,(k) w(k) , angk) are set equal to zero.
When a structure-excitation model with an embedded AR model is used, the overall

system states are increased. The prediction model is then expressed as:

2(k+1k) = ®2(k|k—1) + [ 0(k|k—1) + [ ge, (k| k) + (k| k) (6-25)
J(k|k—1) = Cz(k|k—1) (6-26)
where 2(k+1|k) estimates the state at a future sampling peked, , by using the infor-

mation available at time step  §(k|k—1) estimates the structural output attime based
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on the information atk-1 ;C = D 0] .Te is a constant estimator gain matrix; and
&(k|k) is the estimated error definedégls k) = y(k) —§(k|k—1)

Using Eq. (6-22), the process output predicted atdthe -th and the subsequent time steps
k+j,j=1..p can be expressed as a function of the current state veckpr and the

control vectoru(k) as follows:

W(k) = Hu(k) +Y,2(k| k—1) + Y& (k) + Y&k k) (6-27)
W(k) = [gﬁ(k+ 1K) ... 97 (k+ p| k)T’ u(k) = [a(kK) ... ak+A—1jk)] " (6-28)
The reference output can be written ®gk) = [er(kJr 1K) ... y/ (k+p| ")T , whets

the prediction horizon anklis the control horizon.

The control objective function is given by:
3 = 21900 -, (] QAWK) - W, (K] + ST (k) Ru(K) (6-29)
By minimizing J , the optimal predictive control force is given by
u = [HTQH + R HTQIY,2(k|k—1) + Y& (k) + Y 2(k|K)] (6-30)

inwhichH ,Q ,R,Y,,Y, andy, are given as follows:

z

'H, o© o |
Hy H .. H k1
H=| ™ Mo 1 H, = CO'Fy, (6-31)
Hyor Hy ... Hy+H,
Hy Ho_p oo Hyt o+ H,
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]
Y. = [(cd) (cd?) ... con (6-32)

]
p
= {(Cl:e)T (C(l+d)f)" ... E(: > (®" B] : (6-33)
U =1 O

D T

Ya = [HL HyitHy oo Y HIk] ,Hy = CO 'y, and (6-34)
k

Q..o |R..O

Q=|.. ... R=| .. , Q=L')j, R=1. (6-35)

The MPC formulation presented above is then utilized in the following examples to

demonstrate its application to building structures.

6.4 Numerical Examples and Analysis

The SDOF building with the active tendon used in Chapter 2 shown in Fig. 2.2 is used
here. An actuator can be used to introduce tension in cables to obtain the desired control
force. The earthquake input to the building can be formulated in two ways. One approach
involves modeling earthquake using the Kanai-Tajimi spectral model. The other utilizes
the actual measurements to model the real-time excitation through an AR model. Details

of both are discussed in the following sections.

6.4.1 MPC/Kanai-Tajimi Control Scheme
In this section, the kanai-Tajimi spectral model is applied to generate the earthquake

excitation and used in the MPC scheme to reduce structural response. Details are given in
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previous sections. The prediction and control horizons are chosen to be 5 and 2, respec-
tively. The weighting matrices ar@ = 1, arel = 100

Figure 6.2 compares the displacement responses without control (dashed line) and with
MPC control using the Kanai-Tajimi model (solid line). Figures 6.3, 6.4 and 6.5 compare
the displacement, acceleration, and control force using MPC control alone (dashed line)
and MPC control using the Kanai-Tajimi model (solid line). It is noted that the FF-FB case
(MPC plus Kanai-Tajimi) performs better than the FB case (MPC alone). Table 6.1 lists
numerical values obtained by the MPC FB and MPC FF-FB schemes. Apparently the FF-
FB control of MPC is better than the FB control alone. Using almost the same control
force, the MPC FF-FB control produces a higher response reduction than the MPC FB

control.
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Figure 6.2Displacement response without control and with MPC/
Kanai-Tajimi scheme.
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Table 6.1 Comparison between the MPC/Kanai-Tajimi model and MPC

o cm) | oy(cm/@) | o, (kN) Xax (€M) | Xiyax CM/S) | Upax (KN)
Without 0.31 1415 — 0.94 447.7 —
control
MPC 3.77x 10° 35.4 0.453 0.19 181.1 2.297
percentage  ggq, 75% — 80% 60% —
change
MPC/
Kanai- | 3.28x 102 258 0.455 0.16 129.3 2.334
Tajimi
percentage g9, 82% 0.38% 93% 71% 1.6%
change

The prescribed spectral model can be implemented either off-line or on-line, which
requires that the spectral density of the earthquake excitation be known a priori. This is not
practical, and may only be effective in cases where the earthquake characteristics match

the prescribed spectral model, e.g., the Kanai-Tajimi model. The effectiveness of the con-
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trol action could be reduced if the earthquake characteristics either differ from the Kanai-
Tajimi model or change rapidly. In order to overcome this shortcoming, a real-time model

based on actual measurements is utilized in the following case.

1

o o
» )
T T
I I

©

N
T
I

Ground Acceleration (g)
o
|

|
I
N

T
I

|
o
IN
T
I

—0.6 -

Il Il
o 5 . 10 15
time (second)

Figure 6.61940 El Centro earthquake

6.4.2 MPC-AR Control Scheme

The FF based on AR modeling provides a practical way to apply the FF-FB control
scheme more effectively. The 1940 El Centro earthquake record (Fig. 6.6) is scaled to 0.25
of its maximum intensity and used in this analysis to excite the example building. Figures
6.7 and 6.8 show the displacement and acceleration without control (dashed line) and
those using the MPC-AR model (solid line). Both the displacement and acceleration

responses are significantly reduced in the presence of the controller.
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Figures 6.9 and 6.10 compare the displacement and acceleration response obtained

using MPC alone (dashed line) with those obtained using MPC-AR (solid line). The corre-
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sponding control forces are given in Fig. 6.11. Table 6.2 lists comparisons of the responses
under no control, MPC alone, and MPC-AR schemes. The results show that when the
MPC-AR model is used, the control performance is better than that using MPC alone and

furthermore, the control force is smaller. Clearly, the FF-FB control is more effective than

the FB control sc

heme

Table 6.2 Comparison between the MPC-AR model and MPC

o,cm) | oucm/@) | o (kN) | xmac(cm) Xma;()cm/ U (KN)
without control 7.53x 102 37.8 — 0.25 135.4 —
MPC 2.01x 10° 14.6 0.099 0.10 101.5 0.672
Percentage change 73.3% 61.39 --- 60.0% 25.0% -
MPC-AR 1.60x 102 13.4 0.083 7.80x 107 95.1 0.622
Percentage change 78.3% 64.49 -15.6% 68.8% 29.7% -7.3[/%
x107°
AL : |
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time (second)
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Figure 6.9 Comparison of displacement response between MPC-AR
and MPC schemes.
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In addition, the performance of MPC-AR scheme is compared to that of the LQG-AR
control strategies. As shown in Fig. 6.12, the MPC-AR scheme shows a slightly better per-
formance than LQG-AR. On a Sun UltraSparc-30 workstation, the computational time for
the MPC-AR scheme is 0.015 seconds per time step and for the LQG-AR scheme it is
0.060 seconds per time step. For the AR model system identification, 0.011 seconds per
time step are needed. For the MPC-AR scheme, most of the time is consumed in identify-
ing AR model from the ground motion. However, for the LQG-AR model, most time is
used in solving the Riccati equation.

Finally, the Kobe and Hachinohe earthquake acceleration time histories are used as
inputs to assess the effectiveness and robustness of the MPC-AR control scheme. As
shown in Table 6.3, Figs. 6.13 and 6.14, the structural responses are significantly reduced
when the MPC-AR scheme is employed. These results suggest that the MPC-AR model is
effective in controlling a wide range of ground accelerations with their own distinct fea-

tures.

Table 6.3 Performance of MPC-AR scheme under Kobe and Hachinohe earthquakes

(oM (Cm) Oy (Cm/§) g, (kN) Xmax (Cm) 5(.max((':rnlsz) umaX(kN)
without 0.13 68.8 0.67 466.9
control
Kobe ' "MpC-AR | 0.054 404 0.28 0.35 3075 2.3
earthquake
Percentage 56.9% 41.3% 47.8% 34.1%
change
without 0.09 45.8 0.21 106.3
control
Hachinohe “ys AR | 0.03 16.7 0.07 0.10 71.2 0.28
earthquake
Percentagse 69.6% 63.6% 52.4% 33.0%
change
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without control and with MPC-AR scheme.

6.4.3 Analysis of A Three-Story Building Using the MPC-AR Model

In this example, the three-story building in Chapter 2 (Fig. 2.8) is used to demonstrate
the MPC-AR scheme using the state feedback obtained from each floor of the building.
The mass, stiffness and damping matrices of the building are given in Chapter 2. In this
example, the stiffness of the active tendonkjs= 3.7197x 16(N/ m) and 36° . The
active tendon is installed at the first floor. In this example, I 5,5 p =5 \anac

The comparison between the MPC and MPC-AR schemes is listed in Table 6.4 which
shows both the RMS and maximum values of the displacement and acceleration of the top
floor, and the control force. The weighting matrix is choserras 5 for the MPC and
R = 800 for the MPC-AR model. Different values & are used to ensure that a compara-
ble control force is generated in both cases. Table 6.4 shows that with a smaller control
force, the MPC-AR scheme offers a better control action than MPC alone. Both the RMS

and maximum response values obtained using MPC-AR are lower than those obtained
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using MPC alone. This further points to the superiority of the FF-FB control using MPC-

AR over MPC with FB only.

Table 6.4 Comparison of MPC-AR and MPC Schemes Using a Three-Story Building

Third floor .

Response Ox (Cm) O-X' (Cm/SZ) O (kN) Xmax(cm) Xmax(cmlsz) fmax(kN)
Uncon- 0.16 46.5 —_ 0.38 154.6 —_
trolled

0.060 221 0.26 1432
MPC 62.4%) | (52.4%) 0.106 (32.4%) | (7.4%) 052
MPCAR 0.052 17.7 0.092 0.22 138.4 0.44
(67.6%) (61.9%) | (-14.3%) | (43.0%) (105%) | (-14.7%)

The controlled responses of the structure are shown in Figs. 6.15-6.18. Figures 6.15 and
6.16 show the displacement of the first and top floors of the building, respectively,
whereas, Figs. 6.17 and 6.18 show the acceleration of the first and top floors of the build-
ing, respectively. The dashed lines represent the uncontrolled case, and the solid lines rep-

resent the controlled response using the MPC-AR scheme. Figure 6.19 shows the control

force needed in this example.
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Figure 6.15Comparison of first floor displacement between no control
and MPC-AR scheme.
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Figure 6.18Comparison of top floor acceleration between no
control and MPC-AR scheme.
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Figure 6.19Control force using MRC-AR scheme.

This example has demonstrated how the MPC-AR model can effectively control multi-

degree-of-freedom systems. On a Sun UltraSparc-30 workstation, the three-story building
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took 0.002 seconds for each time step if MPC was used alone and 0.019 seconds for each
time step for MPC-AR model. Because the AR model is estimated at each time step, most
of the time is taken up by the identification of the ground motion model. More efficient
AR identification schemes need to be considered to further reduce the computational
efforts for the digital experimental implementation. The availability of high speed actua-
tors and computers has made it possible to explore the potentials of MPC scheme which
promises to enhance our ability in improving the performance of structure under extreme

loads.

6.5 Summary

In this chapter, a real-time Model Predictive Control with feedforward linkage was
applied to reduce structural response under earthquake induced loads. The MPC scheme
including both the FB and FF was formulated. Two types of inputs were used to represent
the FF loop in this study. First, the Kanai-Tajimi model was used, which represented the
FF loop based on the established earthquake spectral characteristics. Second, the MPC-
AR scheme was introduced in which actual real-time measurements obtained on-line were
utilized to model the FF component. The FF model using these two methodologies was
then augmented with the equations of motion of the structure to determine the FF-FB
gains.

This study clearly demonstrated the effectiveness of the MPC-AR strategy for reducing
structural response and associated load effects under earthquake loads. MPC with the FF-
FB components clearly enhanced the performance of the controller, e. g., the Kanai-Tajimi

model provided an improved reduction in the response when compared to MPC with FB
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only. However, since this method depends on a prescribed spectral model of earthquake, it
may not always yield satisfactory performance results for earthquakes with features that
differ from those captured in this model. This shortcoming can be alleviated by an MPC-
AR based FF-FB scheme, which can be employed in real-time for any earthquake inputs.
The results obtained using the MPC-AR scheme showed further improvement over MPC

with only FB.
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CHAPTER 7

FEEDFORWARD-FEEDBACK CONTROL OF WIND-EXCITED STRUCTURES

Wind loads play an important role in the design of tall buildings and other flexible struc-
tures. Strong winds can result in occupant discomfort and even may cause local or overall
failure of structures. Therefore, reduction of structural response under wind loads is a
major structural design issue.

This chapter presents the development and application of the stochastic decomposition
approach to the simulation of random processes and modal space reduction of wind load-
ing. The concept of stochastic decomposition as applied to probabilistic dynamics and
digital simulation of multivariate random processes was advanced in Kareem and Li
(1988), and Li and Kareem (1993 and 1995). This approach is theoretically based on the
Karhunen-Loeve expansion which is also known as proper orthogonal decomposition
(POD), or principal component analysis (PCA). Central to this technique is the decompo-
sition of a set of correlated random processes into a number of component random sub-
processes. Statistically, any two decomposed processes are either fully coherent or non-
coherent. Hence, each process is viewed as a summation of mutually non-coherent compo-
nent sub-processes. Each random sub-process is characterized by a decomposed spectrum
that is related to conventional spectral description, e.g., the power spectral density func-

tion (PSD), or cross-power spectral density function (XPSD). Any linear transformation

120



that relates a set of random processes also describes the corresponding decomposed spec-
tral descriptions of these processes. In this study, this concept has been extended to a state-
space realization of excitation which can be used for direct simulation of wind-related pro-
cesses or to model wind excitation in a state-space format needed for structural control
problems involving a feedforward link. The decomposed spectral matrix is used to model
component processes as auto-regressive (AR) models, which are then expressed in a state
space format (Kareem and Mei, 1999).

This wind velocity description is then employed in structure control design to add a
feedforward link to the MPC approach discussed in Chapter 2 for earthquake response
control. A model reduction technique is employed for the wind state-space model for com-
putational efficiency. In this chapter, the wind description is combined with MPC to
reduce the response of a TV tower under wind excitation. The MPC based feedforward-
feedback (MPC/FF-FB) control scheme is then compared with passive control and MPC

without the feedforward link.

7.1 Proper Orthogonal Decomposition of Wind Loading

Fluctuating wind velocity is generally modeled as a stationary Gaussian process. A
cross spectral density function related to the fluctuating wind velocity at different heights

is defined ass( f) . Th@, j)th element ofs(f) can be expressed as:

X oy 2Clflli—hyg y = L700f (7-1)

2
S = 4KV X )
i rnf(1+X2)5/6 ] Vi +Vj O \V;

r
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wherekK, is a constant that depends on the surface roughness of the gvound; s the ref-
erence mean wind velocity at 10 m above the grounnd;  is an experimental constant coef-
ficient; n is a nominal constant;, is the frequencyHiz, h, and h; are the heights of
floorsi andj, respectively,v;, and/; are mean wind velocities at the corresponding floors

which can be obtained by:
v, = v (7-2)

wherea is a constant value; and s the reference height.
The PSD matrixs(f) can be decomposed utilizing a modal or Schur type decomposi-

tion at each frequenay

S(f) = WI(HAF)W(f) (7-3)

where g(f) is a matrix whoseth column is tha-th eigenvector ofs( f) and\(f) isa
diagonal matrix whose elements are the eigenvalues f

For this study, a correlated wind field for a four story building is employed as an exam-
ple. The parameters in Eq. (7-1) are characterized/,as 30m/s K, 5 0.04 ¢, =,8 ,
a = 0.3, n = 2,065, andh = [o 510 1% . The dependence of eigenvectors and eigenvalues
on frequency is shown in Figs. 7.1 and 7.2. Figure 7.1 details the elements of the first
eigenvectors of the power spectral density at different frequencies. It indicates that the
eigenvectors of the PSD of the wind velocity change slowly with respect to the frequency.
Figure 7.2 describes the eigenvalues of the wind velocity power spectral density at differ-
ent frequencies. It also reveals that the first eigenvalue is the dominant one, especially at

lower frequencies. Similar observation have been made by Paola (1998). From these
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results, a method for simplifying the simulation of the wind load using state-space repre-

sentation can be derived.
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Figure 7.1Elements of first eigenvector at different frequencies
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Figure 7.2Eigenvalues of XPSD at different frequencies
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7.2 Autoregressive (AR) Model

An autoregressive (AR) model of ordgrcan generate a random proceggAt) at time

kat from its previous time history and corresponding excitation as follows:

q
y(K) = =5 ay(k—i) +bew(k) (7-4)
i=1

wherea, ,a, ,... ,a, andy, are the coefficients of the AR process, ail IS a white
noise process.
If the power spectral density (PSD) of the stochastic progé$s known, the auto-cor-

relation function can be derived from:
f.
R(1) = J’ S( f)exp(2mft)df (7-5)
—f.

where f_ is the cut off frequency and is the time difference. For one-side PSD, Eq. (7-5)

can be recast as:
f
R(1) = I S( f) cog(2mift)df (7-6)
0

Using the Yule-walker equation, the coefficients of the AR model can be obtained from

the following
R(0) R(1) ... R(g-1)||& R(1)
R(1) R(0) ..R(g-2)| & _ [R(2) (7-7)
R(9-1) R(g-2) ... R(0) ]|a, R(q)

where R(i) is the auto-correlation function at time instiaat , and
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q
bo = R(O)+ 3 aR(i) (7-8)
i=1

For the single-input-single-output (SISO) process, the AR model can be expressed in the

state-space form as follows (Kay, 1993)

r(k+1) = Ar(k) +B,w(k)

y(K) = C,r(k) + D,w(k) (7-9)
where
]
() = [y (k=) y'(kmq+ 1) ... y'(k=2) y'(k=1)] (7-10)
0 1 0. 0
" 10 0.0 1 B =lo..01
—ag . -a, —a;
C = —bo[aq aJ ) D, = by (7-11)

7.3 State-Space Model of the Wind Field

In Eq. (7-3), the eigenvalue matrixy(f) , is a diagonal matrix which can be expressed

as.
Af) 0 .. 0

A(f) = 0 Ay(f).. O (7-12)

0 0 A
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Each diagonal element of the matrix is a function of frequency and can be treated as a
PSD of a stationary autoregressive process. Therefore, by using the method described in
Section 7.2, a state-space model fo(f) i ~=1,2...,n can be obtained. These state-
space models are definedby B, C, D, i,=12..,n . By replacing these matrices
as thei-th diagonal sub-matrix of matrices, B, C, D, , respectively, the state-space

model of the eigenvalue matrix(f) can be obtained:

x(k+1) = Ax(k) +B,V(Kk) ,

v(k) = C,x(K) + D,V(K) (7-13)
in which
V(k) = [wlT(k) w,' (K) ... wnT(k)JT (7-14)
A, = diag(A, A, ..., A,), B, = diag(B,, B,, ..., B,) (7-15)
C, = diag(C, Cy, ..., Cp) D, = diag(Dy, Dy, ..., D,) (7-16)

w,, i =1,..,n areindependent Gaussian white noise generatdthiigb 5.2(1998).

The eigenvalue matrix\(f) can also be expressed as a product of the transfer function

of the modeled system

A(f) = HH' (7-17)

in whichH = C(sI-A)™'B, +D, is the transfer function of the wind model asnd j»
Generally the eigenvectors of the XPSD change very slowly with respect to the fre-

qguency. Therefore, an eigenvector matux(f,) at a certain frequepcy  is chosen for
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further consideration. By multiplying this eigenvector matrix at the left side ofthe  and

D, matrices, the new matrices for the wind velocity can be obtained.

Cnew = lng(fo)Cv’ Dnew = L|J-(I)—(f0)Dv (7'18)

The XPSD of the wind velocity field( f)  can then be approximated as:

S(f) = Wo(F)A(H)W( o) (7-19)

7.4 Wind Field For a Four-Story Building

The four-story building example used in Section 7.1 is employed here using the preced-
ing method. Thea, B, .C,.., and,,, matrices of the state-space representation are

obtained as below:

0.5800 0.0606 0 0 0 0 0 0
—0.0606-0.0882 0 0 0 0 0 0
0 0 0.6126- 0.0156 0 0 0 0
A=| O 0 0.0156- 0.0248 0 0 0 o (7-20)
0 0 0 0  0.7242- 0.0310 0 0
0 0 0 0 0.0310 0.0667 0 0
0 0 0 0 0 0 0.9545-0.0193
0 0 0 0 0 0 0.0193 0.2204
0.9518 0 0 0
0.0505 0 0 0
0 11178 0 0
B, =| 0 —00171 0 o | (7-21)
0 0 14446 0
0 0 -0.0683 0
0 0 0 21122
e 0 0 -0.4363
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0.1908 — 0.0101-0.5983-0.0092—-1.0003—-0.04730.9300 0.19921

Cc - |-0.52140.0277 0.6522 0.0106- 0.388%.01841.1318 0.233 (7-22)
"% 1 0.6804 —0.03610.3520 0.0054 0.4459 0.0211 1.1464 0.2868
—-0.3671 0.0195 — 0.5856-0.0090 0.8583 0.0406 1.0006 0.2067

0.3682 — 1.1375-1.82301.600
_ |-1.0062 1.2400 — 0.70801L.947

Dnew - . (7'23)

1.3129 0.6693 0.8126 1.9731
—0.7084-1.1121 1.5642 1.722
Figure 7.3 gives the time history of the processes whose spectral matfix is the

eigenvalue matrix of the XPSB(f) . The magnitude of the time history associated with
the fourth eigenvalue is much larger than the others. After the eigenvectors at frequency
f, is multiplied to generatec,,, ano,., ., the time histories of the wind velocity are
shown in Fig. 7.4, whose XPSD is described &yf) . The simulated XRSJ0f) can
be obtained from the time history usiiptlab (1998) In Fig. 7.5 (a), (b), (c) and (d), the
XPSD of the first row of the matrices(f) ang, (f) are compared. The dashed line is
for the target XPSDS( f) and the solid line represents the simulated XBS[0f) Jtis

apparent that the simulated XPSD matches the target XPSD.
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Figure 7.3 Time histories of the processes whose PSDs are the
eigenvalues of the wind velocity XPSD, S(f)
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Figure 7.4Time histories of wind velocity at 1st, 2nd, 3rd and 4th
floors generated by the state-space approach.
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To measure the accuracy of the approach, the variance of the wind velocity at each floor
is obtained using three approaches. The first approach comes from the the integration of

the wind spectral density function:
0% = R(0) = I:S( fdf (7-24)
The second method employs the simulated power spectral density as follows
2 fe
Ow = Ruw(0) = IO Sww( F)df (7-25)

The third method is to obtain the covariance using the time history of wind velocity as

follows

130



N
Oy = Ni_lg(xi -2)(%-9) (7-26)

The o values generated by these three methods are listed in Table 7.1.

Table 7.1 Comparison ofc values Using Different Estimation Methods

Methods o, o, O3 Oy /O15 /014
1st 12.00 12.00 12.00 12.00 11.08 10.41
ond 10.72 12.27 12.38 11.22 10.78 9.59
(10.66%) (2.25%) (3.15%) (6.5%) (2.7%) (7.9%)
3rd 10.69 11.98 12.03 10.86 10.66 9.41
(10.94%) (0.17%) (0.28%) (9.5%) (3.8%) (9.6%)

The results show good comparison between the simulated signals obtained from state-

space representation and those from the target spectral density.

7.5 Wind Load Model For Nanjing Tower

This example analyzes the wind field around the Nanjing Tower. It is a 310-meter high
TV tower built in 1993 in Nanjing, China. The tower is described in Fig. 7.6. The wind
model described earlier is also used here. A simplified model of the tower consisting of
sixteen lumped masses at different levels is used. The height of each level is at 10.1, 32.2,
58.6, 80.2, 101.8, 119.8, 137.8, 158.6, 171.8, 185.8, 199.2, 240.4, 270.1, 286.1, 299.1 and
310.1 meters, respectively. The following parameters for the wind field in Eq. (7-1) are

used:K, = 0.008 ,V, = 20.7m/s ,a = 0.16 ,n = 1.976 , and, = 7.7 .
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Figure 7.6Nanjing Tower --- lumped 16
degree of freedom representation.

The elements in the first row of the cross-power spectral density matrix of the wind
velocity are plotted in Fig. 7.7. This figure shows that the diagonal elements of the XPSD
are much larger than the off-diagonal elements, especially at higher frequencies. The far-
ther the elements are from the diagonal, the smaller is the magnitude of the cross-power
spectrum. Elemens,_,s , which is the XPSD of wind velocity at the first and the six-
teenth level, is much smaller thag)_, , the PSD of wind velocity at the first level only.
This difference occurs because the first and sixteenth levels are so far apart that the wind at
the first level is much less correlated with the wind at the sixteenth level than with the
wind at the lower levels, especially at higher frequencies. Therefore, the higher the struc-

ture is, the less is the correlation of the wind at the first and top levels. As shown in the Fig
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7.7, the XPSD approaches zero above 0.1 Hz3pr,, and above 0.5 Hx, for . At
lower frequencies, the magnitude of the XPSDs is in the orderodf . This means that
most of the wind loading energy lies in the lower frequencies. Furthermore, the dominant
frequency of the tall, flexible structures is in the low frequency range, therefore, matching

of the model in the lower frequency range is the primary focus of this exercise.

10

107

Cross-Power Spectrum

[
(e}
(=}

10

107 )
10 10
Frequency(Hz)

Figure 7.7First row of XPSD, S(f).

7.5.1 State-Space Realization of Wind Velocity

The POD and state-space methods discussed in Section 7.2 and 7.3 are used here to
model wind fluctuations. A state-space realization with 32 states is obtained for the along-
wind velocity. Sixteen independent white noise precesses are generated as the inputs to the
state-space equation. The XPSDs of the system outputs under these white noise inputs are
then obtained. The simulated XPSDs of the wind velocity for the Nanjing Tower are

shown in Figs. 7.8-7.11, which are thei}-th (i= 3, 6, 14, 19 element of the cross power
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spectral density matrix, respectively. The dashed lines represent the target spectra calcu-
lated from Eq. (7-1) and are the diagonal elements of the matrix . The solid lines rep-

resent the simulated spectra which match the target XPSD quite well.
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Figure 7.8Comparison between the target XPS{;8)
(dashed line) and the simulated XPSJR,$s(f) (solid line).
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Figure 7.9 Comparison between the target XPSR8) (dashed
line) and the simulated XPSQ),5.6(f) (solid line).
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(dashed line) and the simulated XPSJR,$-14f) (solid line).
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Some off-diagonal elements of the matri f) are shown in Figs. 7.12-7.16. In these
figures, the dashed lines are the target cross spscty, , S, _; , S,_5, Ss_10 » aNdS;_ ¢ -
The solid lines are the simulated cross-power spectral densitie _» , Swwi_s » Swwz—3
Swws_10 » @and S, _16 - Hera-j means theé-th row andj-th column of the matricesy( f)
ands,,(f) , which represent the XPSDs of wind velocities atitlieandj-th levels. The
simulated XPSDs of wind velocities show a good agreement with the target spectral densi-
ties. The XPSD of the first and the sixteenth levels,; 16 matchies, at lower fre-
guencies. At higher frequencies, 4 approaches to zero, Wa)ilg_ 16 goes to a very
small number close to zero. Therefore, the log-log plot in Fig. 7.16 shows a larger differ-
ence than the linear coordinate plots (Fig. 7.17). Howesegr,, and. 16 match each
other in linear coordinates. In fact, all values are close to zero at higher frequencies. The
results show that when the distance between the levels is large, the simulation at higher
frequencies is not as good as when the distance between the levels is small. This is due to
the exponential term in the wind velocity modelp(—2c,| f[(|h,—hj|/(V; +V,))) . |H —h|
and |f| become large, the exponential term becomes very small. For examipte 1if ,
j =16, and f = 0.5Hz , this term is3.7928x 10" and the target cross-power spectrum is
4.4202x 10", which for all practical purpose can be treated as zero. The corresponding
simulated cross-power spectrumiiss2x 10" . These numbers are almost negligible since
both the target and simulated spectra are on the ordef of at lower frequencies.

As mentioned before, sixteen independent white noise processes are used as input to the
state-space equation system. The output consists of sixteen wind velocity time histories at
sixteen levels. Figure 7.18 shows the time histories of the wind velocity fluctuations at the

first, fifth, tenth and sixteenth levels.
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Table 7.2 lists thes  values of wind velocity. Three different approaches mentioned in
Section 7.3 are used. The simulation results use the full state-space representation which
has 32 states. The RMS value of the target spectral density using Eq. (7-24) is calculated
as, o = W = 3.685 for the Nanjing Tower. Using Eq. (7-25) and the simulated spec-
tral density, the RMS values are calculated and listed in Table 7.2. The difference between
target and simulated values varies between 0.41% and 3.29%. The RMS values calculated
using Eq. (7-26) are also listed in Table 7.2. The difference between the target and simu-

lated values varies between 0.01% and 3.75%.
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Figure 7.18Time histories of wind velocity at 1st, 5th, 10th and 16th
levels of Nanjing Tower generated by state-space representation.

140



Table 7.2 ¢ Values of Wind Velocity Using Full State-Space Representation (32
States)

Eq. Eq. | Diff. Eq. | Diff. Eq. Eq. | Diff. Eq. Diff.
(7-24) | (7-25)| % | (7-26) | % (7-24) | (7-25) | % | (7-26) | %

o, | 3.685| 3.670| 041 3.643 1.1p

o, | 3.685| 3.658| 0.75 3.62% 1.68 ,/o,_, 3.267 3.199 2|09 3419 465

03 | 3.685| 3.693| 0.20 3.651 0.98 /0, 4 3.010 2940 231 3.269 863

o, | 3.685| 3.734| 132 3.686 0.0 ,b/oc,_, 281 2796 224 3.152 10.19

O; | 3.685| 3.775| 242 3720 0.9B /o, s 2740 2687 1093 2994 928

Og | 3.685| 3.796| 299 3.739 1.4p Jo,_4 2.655 2611 164 2.808 579

o; | 3.685| 3.808| 3.321 3.750 1.7 ,/o,_, 2579 2529 1095 2749 661

Og | 3.685| 3.805| 3.25 3.747 1.6 ,/o,_g 2501 2452 1095 2.690 756

Oy | 3.685| 3.778| 252 3.722 1.0D ,/o,_, 24536 2402 219 2.636 7.34

O | 3.685| 3.784| 268 3.732 1.2b,/0;_4, 2411 2360 213 2.%40 533

04, | 3.685| 3.807| 3.29] 3.753 1.8B,/0;_; 2371 2318 225 2469 411

0., | 3.685| 3.788| 2.80 3.737 1.3P./o;_;, 2.261 2.1y1 400 2392 581

O3 | 3.685| 3.699| 037 3.649 0.9)  jo,_ ;5 2.192 2.0y4 536 2.288 438

0y | 3.685| 3.641| 121 3.591 2.5b,/0;_ 44 2.157 2.025 613 2.169 055

05| 3.685| 3.619| 181 3.574 3.0L,/0o;_ ;5 2130 1983 693 2.005 590

016 | 3.685| 3.664| 0.58 3.623 1.68,/0,_4; 2109 1948 7/64 1.2[!30 13.2

In addition, the square root of covariance between the wind velocity at the first and the
2nd level is 3.267, and the simulated value using Eq. (7-25) is 3.199 which results in a dif-
ference of 2.09%. Using the time history method the simulated value is 3.419 with a dif-

ference of 4.65%. The square root of covariance between the wind velocity at the first and
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the sixteenth level is 2.11. For the simulated spectrum using Eq. (7-25) it is 1.948 with a

difference of 7.64%. Using the time history method it is 1.83 with a difference of 13.2%. It

is noted that the difference between the target and simulated values increases with an
increase in the distance between the two location. This may be attributed to numerical

errors or the truncation introduced in the modeling of off-diagonal terms.

7.5.2 Model Reduction of State-Space Representation

In Fig. 7.2 the eigenvalues of the XPSD matrix were presented. It was noted that the
first several eigenvalues were much larger than the others. These eigenvalues are the dom-
inant factors of the XPSD matrix. This suggests a model reduction technique. If only the
first six eigenvalues are considered in the Nanjing Tower wind velocity XPSD matrix, the
total number of states in the state-space representation would be reduced to 12 from 32
states. This would significantly simplify the computation effort. Table 7.3 lists the results
of this model reduction technique using the largest 6 eigenvalues in the state-space repre-
sentation, and the RMS values of wind velocity fluctuations using different calculation
procedures. Note, the number of states is reduced from 32 to 12. This simplifies the calcu-
lation significantly and makes the applications using this model more conveniently realiz-
able. Furthermore, Table 7.3 also demonstrates that the simulated wind velocity obtained
from the reduced state-space representation provides a good approximation of the actual

wind velocity with prescribed wind velocity XPSD.
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Table 7.3c Values of Wind Velocity Using Six-Eigenvalue State-Space
Representation (12 States)

Eq. Eq. | Diff. Eq. | Diff. Eq. Eq. Diff. Eq. | Diff.
(7-24) | (7-25)| % (7-26) | % (7-24) | (7-25) | % | (7-26) | %

o, | 3.685| 3531 4190 3497 5.1p

o, | 3.685| 3.401 7.70f 3.359 8.8} ,o,_, 3.267 3.3%7 2[7 3479 §47

O3 | 3.685| 3.503| 4.95 3.452 6.33,/0,_4 3.010 2946 2Q0 3.388 12.6

o, | 3.685| 3.552| 3.63 3494 518, /o,_, 2861 2.724 49 3.220 12.6

O; | 3.685| 3.564| 3.28/ 3.501 5.0l ,/o,_x 2740 2630 403 2928 4§.85

Os | 3.685| 3.637| 130 3.571 3.10 Jo,_g 2655 2612 1p0 2.183 4.83

o; | 3.685| 3.633| 1.41 3.563 3.26,/0,_- 2579 25y7 0p8 2164 7.18

Og | 3.685| 3.618| 1.83] 3.551 3.6p,/0;,_4 2501 24y3 104 27739 953

Oy | 3.685| 3.650| 0.98 3.583 2.74 ,/0,_g 2456 2393 2p4 2.689

[{o]

49

Opp | 3.685| 3.661| 0.67f 3.60Q0 2.32,/0;,_4q 2411 2330 336 2.5%62 §.27

01 | 3.685| 3.621| 1.74 3.564 3.30,/0,_ 4, 2371 2280 3.83 2.447

(0]

.20

01, | 3.685| 3.649| 0.99 3.603 2.28,/0,_4, 2261 2164 4p7 2.358 4.28

O3 | 3.685| 3.517| 4.58 3.474 5.7b,/0,_43 2192 2068 5p3 2286 4.32

Oy | 3.685| 3.481| 553 3.43§ 6.7 ,/0,_4,4 2157 2.000 7.8 2.202 .06

Oy5 | 3.685| 3.531| 4.20f 3.48§ 5.3p,/0;_45 2130 1.9%2 840 2.016

N

.39

016 | 3.685| 3.527| 4.31 3.483 5.48,/0,_ 46 2109 1913 9p6 1776 15.8

Once the wind velocity is obtained from the state-space representation, the wind load-
ing can be derived according to the strip and quasi-steady theories (Simiu and Scanlan

1985; Kareem, 1987). The alongwind force on a structure per unit height is given as below
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Fun = 3PC4B(V + ) (7-27)

wherep is air densityc, is drag coefficiem®, is width of the buildirg, is mean wind
velocity, andv is the fluctuation of wind velocity. Usually the fluctuation of wind velocity
is relatively very small compared to the mean wind velocity. Therefore, the fluctuating

along-wind force at each level is then given by:
F, = pPC4BhVv (7-28)

whereh is level height. The wind load can be generated from the state-space representa-

tion of wind velocity as given below:

Xo(k+1) = Ayxy(K) +ByV(K),

Yw(K) = CyxXy(K) +DyV(K) (7-29)

whereA, = A, ,B, = B, ,C, = pC4BhV G, ,D, = pC4BhVD,,,, , ands(k) represents the

fluctuation wind load.

7.6 Feedforward-Feedback Based Controller Design for Nanjing Tower

The following example compares the MPC based feedforward-feedback control with a
passive control and feedback based MPC (MPC/FB) scheme. In this example, the Nanjing
tower is modeled as a lumped mass MDOF system (Kareem et al, 1998). The AMD is
attached at the VIP lounge on the 12th level. The structural properties are listed in Table

7.4. The natural frequencies of the tower are 0.20, 0.62, 1.26, 1.83, 2.51, 4.71, 5.03, 8.86,
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9.40, 14.21, 20.25, 26.20, 36.20, 47.60, 53.40, and 64.18 Hz, respectively. The damping

ratio in each mode has been estimated by using:

{y = mintp.01, ¢, + 0.3%%1‘—1% (7-30)

(Kareem, 1981) and the stiffness matrix has been given by Reinhorn et al. (1995). .

Table 7.4 Geometric Properties of Nanjing Tower

Level | Mass(t) E'e(‘r’r?)“on Story Height (m)|  Width (m)| Area ()
1 3992.9 101 101 28.56 413.24
2 3186.7 32.2 221 24.35 536.02
3 2820 1 58.6 26.4 20.23 469.50
4 2319.8 80.2 21.6 18.75 387.18
5 1917.9 101.8 21.6 17.10 323.73
6 1624.5 119.8 18.0 15.45 271.35
7 1628.1 137.8 18.0 14.70 277.38
8 1322.3 158.6 20.8 13.95 233,65
9 3395 3 171.8 13.2 13.42 182.51
10 | 56786 185.5 14.0 13.42 183.85
11 | 15124 199.2 13.4 13.42 21351
12 1254 240.4 41.2 6.0 175.58
13 165.1 270.1 29.7 35 66.38
14 18.7 286.1 16.0 18 21.55
15 12 299 1 13.0 11 11.28
16 4 310.1 12.0 0.75 413

The equations of motion are expressed in the following:

MX(t) + Cx(t) + Kx(t) = F,(z t) + Lf(t) (7-31)
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whereM ,C ,K are the mass, damping and stiffness matrices including tower and AMD,
F.(z t) is the wind load at different levelst) is the control force due to AMD, and is
the matrix representing the AMD location

Equation (7-31) can be reformulated in the state-space form as:
X(t) = AX(t) +BU(t) + EW( ) (7-32)

whereA is the system matrix8 is the control location matrié is the excitation influence
matrix, W is the wind load, andJ is the control force. The control output vectoand

measured output vectgican be expressed as:
z= CX+D,U+F,W (7-33)
y = C,X+D,U +F W (7-34)

By assumingw =y, , the wind load state-space model (Eq. (7-29)) and the structural

model (Eq. (7-32), (7-34)) are combined to form the augmented state-space system.
X(M| - |AEGH XD, ﬁu(t) + | EPuly
Xw(t) 0 A, X [0 By

YO | = 1€ RCull X | 1Dy ) 4| PPl vy (7-35)
Yw()] [0 C, |x(B)] [0 Dy

Then MPC scheme is implemented on this augmented system. The designed control

force includes the wind load information in the feedforward loop and the structural
response in the feedback loop. A TMD and a MPC/FB scheme using Eq. (7-32) are also

applied to control the tower response. Figures 7.19-7.21 show the power spectral density
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function of the acceleration at the 10th, 12th and 16th levels, respectively. There are four
types of lines used in these figures. The dotted line represents the uncontrolled case, the
dash-dot line denotes the passive control case, the dashed line is MPC/FB scheme, and the
solid line describes the MPC/FF-FB case. Figure 7.22 shows the power spectral density
function of the control force using MPC/FB and the MPC/FF-FB schemes.

The RMS values of the displacement, velocity and acceleration at levels 10, 12, 16 and
the active mass damper from different control schemes are listed in Table 7.5. The RMS
values of control force are also given in Table 7.5. The passive control using a TMD helps
to reduce the acceleration of level 12 by over 20%. The active mass damper using MPC/
FB scheme reduces the acceleration of the same level by 34% with the RMS value of con-
trol force of 121.89 kN. The MPC/FF-FB scheme further improves the active control per-
formance. The acceleration of the 12th level in this case is reduced by over 36% while the
control force is only 96.55 kN, which is 21% smaller than that for the MPC/FB scheme. In
addition, the MPC/FF-FB scheme is also effective in reducing the displacement, velocity
and acceleration responses at the other levels. The displacement of AMD using MPC/FB
scheme is 185.54 cm while it is only 132.92 cm using the MPC/FF-FB scheme, which is
28% smaller.

To sum up, MPC/FF-FB control is relatively more effective than the passive control and
MPC/FB scheme. With a smaller control force, it can reduce the tower response more than
the MPC/FB scheme. Its superior effectiveness results from its feedforward-feedback

based information which improves the efficiency of the control design.
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Power spectrum of control force (kN 2)
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Table 7.5 Tower Response Under Different Control Schemes

TMD (passive

uncontrolled Control) MPC MPC(FF-FB)
G0 (€M) 9.55 8.10 7.84 6.69
0., (M) 15.31 12.93 12.62 10.73
.6 (CM) 27.54 23.75 23.26 19.73
o, (CM) 46.28 185.54 132.92
G40 (CM) 9.34 6.89 6.04 5.73
041, (CM) 15.21 11.26 9.99 9.38
0.6 (CM) 32.58 22.97 22.93 21.87
oy (€M) 56.66 207.23 152.55
0u0 (M) 11.86 8.88 7.47 7.45
041, (CM/D) 20.97 16.64 13.76 13.34
0u1s (CMI/D) 124.77 122.68 102.54 94.24
O (CM/S) 70.56 241.02 185.92
a, (kN) 121.89 96.55

7.7 Summary

This chapter presented the formulation and application of stochastic decomposition for
the simulation of multi-variate processes, e.g., wind velocity fluctuations, and modal space
reduction in the wind-induced response analysis of structures. The proposed state-space
wind model provides an accurate description of wind velocity, especially for correlated
wind processes. This is very important for designing high-performance controllers. The

state-space based simulation describing the fluctuating nature of wind loading was imple-
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mented in the MPC/FF-FB control scheme to effectively reduce the response of structure
under wind excitations. The numerical example using Nanjing Tower in China demon-
strated the effectiveness of the MPC/FB and MPC/FF-FB schemes. This also showed that
the MPC/FF-FB scheme could effectively deliver a better control performance than the
passive control and the MPC/FB scheme. In summary, the wind loading state-space real-
ization and MPC based schemes provide a reliable and convenient strategy to control

structural motions under wind excitation.
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CHAPTER 8

EXPERIMENTAL VERIFICATION OF MODEL PREDICTIVE CONTROL

MPC based schemes have been shown to be effective in structural response control by
computer simulations in previous chapters. In this chapter, MPC based schemes are
employed experimentally to reduce response of buildings under earthquake excitation
using acceleration feedback. A Kalman-Bucy filter is used in the state observer to estimate
the state of the system from the acceleration feedback. The operations of a small-scale
shaking table are tailored to simulate different ground motions. Scaled El Centro and Kobe
earthquakes are used as the input ground motions. A two-story flexible building is used as
the experimental model. A DC motor-driven moving cart acts as the AMD actuator. The
control force is implemented in real-time using Matlab Real-Time Workshop and WinCon
software and MultiQ data control board. The MPC using acceleration feedback is first ver-
ified experimentally for different weighting matrices. Then the effect of accelerometer
locations is studied. Finally, the real-time MPC-AR and constrained MPC schemes (Chap-

ter 3 and 6) are verified by means of a pseudo real-time control approach.

8.1 Experimental Setup

The tests are conducted in the NatHaz Modeling Laboratory, University of Notre Dame.

The test equipment includes a small-scale shaking table, a steel column building model, an
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active mass damper (AMD), a MultiQ data acquisition 1/0 board, a signal spectrum ana-
lyzer, accelerometers, and a computer.

The small-scale shaking table
Active Mass  built by SMI technologies Inc. is

Damper
used for simulating ground exci-

Accelerometer

Sensors tation. It consists of an electric
powered servo motor at a maxi-
mum capacity of 6000 RPM. A
flat table @6cmx46cm) s

Shaking Table mounted on a linear high-accu-
racy driving shaft and two 64cm-

long sliding tracks. A standard

encoder at a resolution of 1000

. . - count/rev. and 2.6667e-4 cm/
Figure 8.1Experiment building and

Active Mass Damper count measures the displacement

of the table.

The test building employed in the experiment is a flexible small-scaled model. This
structure is configured to have 2 floors. Each floor is 490mm high and has two steel col-
umns with the dimension of x 108x 490 mThe mass of each column is 0.227kg. The
mass of the first floor is 4.8kg, and the mass of the second floor including AMD is 5.0 kg.
An accelerometer with the sensitivity of 1.96 (m/&¢¢ and the bandwidth of 50 Hz is

installed at each floor.
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The AMD is a direct drive linear motion cart operated by a high torque DC motor. The
cart position is measured by an encoder with a resolution of 2048 counts/rev. and 4.8704e-
4 cm/count.

A MultiQ-3 I/0 board is used for data acquisition and conversion. The terminal control
board has 8 single ended analog inputs (13-bit A/D), 8 analog outputs (12-bit D/A), 16 bits
of digital inputs and outputs, and 8 encoder inputs, etc. It is used to obtain the measured
responses from sensors and to send control signals to the shaking table and AMD.

The MPC scheme based controller is first designed by Simulink (1998). Then the Sim-
ulink program is converted into C code through Matlab’s Real-time Workshop and
Quanser’s WinCon software. Through WinCon server-client interface, the control schemes
are realized and the measured data and control commands are transferred through the Mul-
tiQ-3 I/0O board.

In addition, Siglab 3.0 package is applied as the spectrum analyzer. This PC-based 2
input/2 output Siglab package has a Matlab interface and is used in system identification
and response analysis. All these devices are run by a 200 Mhz Pentium Gateway-2000

computer with 32 Mb RAM.

8.2 Design of Shaking Table Operations

A closed-loop PID controller is designed for displacement controlled small-scale shak-
ing table used in the experiment (Fig. 8.2). The desired displacement is sent to the AC
motor as a voltage change of current. The PID controller generates control signals and
makes the actual displacement of the table track the desired displacement signal. A sec-

ond-order system model is used for the shaking table. The pole placement technique is
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applied to design the closed-loop displacement controller. Assume the desired perfor-
mance of the shaking table specifies a peak time  and a damping ratio , and then the

natural frequency of the desired system can be calculated by:

Tt
Wy = (8-1)
’ tp1-2°
and the characteristic polynomial is equalste- 27w,s+w; . A peak time of 0.03 seconds

and a damping ratio of 0.7 are selected. Then using the pole-placement method, the state-
feedback matrixk is obtained such that the shaking table system’s poles are set as the
roots of the characteristic polynomial.

As shown in Figs. 8.3 and 8.4, a test for the shaking table is done. A step function and a
sinesoid wave function are chosen as the desired displacements. The dashed lines repre-
sent the measured table displacement, which follows the desired displacement in solid
lines with satisfactory dynamic features.

However, for the earthquake, ground acceleration is usually measured by accelerograph.
For the shaking table, the displacement control method cannot employ the desired ground
acceleration directly. Therefore, an inverse transfer function method is used to obtain the
desired ground acceleration signals. Assuming that the shaking table can be modeled as a
linear system over the frequency range of interest. This system identification test is carried
out by Siglab 3.0 spectrum analyzer. The shaking table transfer funatign, , from the
control command to the table acceleration is obtained and shown in Fig. 8.5 as the magni-
tude and phase plots. The dashed line is for the transfer function obtained experimentally.

The solid line is for the analytical model obtained by curve-fitting. Once the transfer func-
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tion is established, it can be written in the numerator and denominator form and the
inverse,H,. , can be easily derived.

The concept of inverse transfer function strategy is demonstrated in Fig. 8.6, which
demonstrates that a simulated earthquake signal can be generated. Figure 8.7 shows the
displacement command for a 10% scaled El Centro earthquake signal and Fig. 8.8 dis-
plays the corresponding El Centro simulated earthquake signal which is the measured
table acceleration. The original 10% scaled ground motion shown in Fig 8.9 has a RMS
value of 0.0449, and the simulated one has a RMS value of 0.0569. The difference

between the two is 26%, which is relatively large.

1

s
Integrator

Desired
CO—- -
k(1)
P+
Sum Proportional Ly -
Output.
150s
L g P k(2) > -
s+150

Derivative Suml

Figure 8.2 PID design for shaking table
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Figure 8.9 The 10% scaled El Centro earthquake (target)

In order to increase the tracking accuracy of the shaking table, a transfer function itera-
tion approach (Spencer and Yang, 1998), which is based on the inverse transfer function
method, is used. The iteration is employed because the shaking table is not a completely
linear system. According to the transfer function iteration an initial command signal is
first calculated as a fraction of the command signal. After the initial command signal is
sent to the shaking table, the response can be measured. Then the error signal is obtained
to generate the differential signal. The sum of weighted initial command and the differen-
tial signal makes up the updated command signal to the shaking table. This process is
repeated until the satisfactory result is achieved. Figure 8.10 describes the transfer func-
tion iteration procedure.

Figure 8.11 shows the scaled EIl Centro earthquake acceleration record (dashed line)
and the measured acceleration of the shaking table (solid line). The RMS value of the

scaled El Centro is 0.062 and the RMS value of the measured acceleration of shaking table
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is 0.064. Using this scheme, the difference is only 3%, which is much smaller than that of

the inverse transfer function approach.
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Figure 8.10 Diagram for shaking table design using transfer function iteration
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Centro earthquake ground acceleration using transfer function iteration
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8.3 System Identification

An important dynamic feature in structural control problems concerns control-structure
interaction (CSI), which is often neglected by most researchers. Dyke et al. (1995) noted
that CSl is a critical factor in design and application of high performance controllers. For
the flexible building used in our experiments, AMD is set up on the top of the building
which has its own dynamic features (Battaini et al. 2000). A PID controller is designed to
drive the AMD to the desired positions. Therefore, it is important that the dynamics of this
PID close-loop controller are taken into consideration. The entire system consists of the
AMD, building and AMD-building interaction as displayed in Fig. 8.12.

To obtain an accurate mathematical model for this system, the input-output responses
are measured and used in system identification. This input-output model has been shown
to be effective for the design of high performance controllers that include control-structure

interaction (Dyke et al, 1995; Battaini et al, 2000).

—»Q—> PD — ! AMD >
Interaction

.Xg Xa

> Structure >

Figure 8.12 Diagram of AMD, Structure and AMD-Structure
interaction as a whole system
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The transfer functions from the system’s inputs to outputs are experimentally deter-
mined as shown in Fig. 8.12. The two inputs include the ground accelergtion  and the
command signall . The outputs are the measured acceleration of the stricture  and the
relative displacement of AMD with respect to the top floor. The number of measured
acceleration outputs depends on the number of accelerometers installed. For this 2-DOF
building, accelerometers are placed at each floor for acceleration measurements. There-
fore, the transfer function for the system is described by a matrix.

The Siglab’s Spectrum analyzer is utilized to obtain the experimental transfer functions.
Each of the transfer function is curve-fitted and modeled by a Laplace function in the fol-

lowing form.

H(s) = g% (8-2)

wheres is Laplace variable ang= iw « is frequencys) is the numerator polyno-
mial; andD(s) is the denominator polynomial. This system is a multi-input and multi-out-
put system (MIMO). As a result, the MIMO state space realization is needed for the
transformation from the Laplace formed transfer function to the state space representation.
This realization process is accomplished by curve-fitting (Dyke, 1996), left matrix frac-
tion, and eigen-system realization algorithm (Juang, 1994) as explained below.

The first step to get the analytical state space representation of the system from the
experimentally obtained transfer function is curve-fitting. A Matlab funciiorireq is
used to curve-fit each individual term of the transfer function madii®) . For the MIMO
system, two separate systems are first formed as a result of two inputs. Each of these cor-

responds to a single-input-multi-output system. Subsequently, both are realized in a state-
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space representation and are stacked together to frame the state-space representation of the
MIMO system. However, both sub-systems contain some common dynamic features of
the structure, thus, simply stacking these together introduces redundancy in this regard.
Therefore, the following scheme is introduced to arrive at the needed minimal realization
of the system.

Once curve-fitting is completed, the left matrix-fraction method is used to obtain the
Markov parameters, which are commonly used as the basis for identifying mathematical
models for linear dynamic systems (Juang, 1994). The Markov parameters, , are defined

as:

k-1

Yo=D, Y, =CB, Y,=CAB .., Y, =CA" B (8-3)

whereA ,B ,andC are matrices for the state space representation. The left matrix-fraction

assumes that the transfer function matrix can be expressed as:

H(s) = Q' (9IR(Y, (8-4)
whereQ(s) andk(s) are polynomials with matrix coefficients.
QS = I+ Qs +... +Q,s P, (8-5)
R(9 = Ry+ RS +... +R s P (8-6)
By multiplying Q(s) on both sides of Eq. (8-4) and re-arranging
H(s) = —QH(S)S  —... —Q H(S)S P+ Ry + RS + ... +R s P, (8-7)

p

164



With H(s), Eq. (8-7) becomes a linear equatici(s,) is obtained from the curve-fitting

model whens, = jo, k=0,..,n-1 ). Now, there ane linear equations available. This

yields,
n=0Q (8-8)

where

H(so)So- H(s)S; - H(Sy_1)Shos

H(sp)so” H(sy)s,” ... H(sq_1)sh" 1

Q=| 1. " y (8-9)
Sly Sy oo Sigln
L Sgplm SIpIm S;Fillm ]
©=Q .. QyRy. Ry (8-10)
M = [H(so) H(sy) .. H(sy_1) (8-11)

Eqg. (8-8) is a linear algebraic equation from which an estimated real val@e of  can be

obtained by:

5= {real(l‘l)} {real(Q)r (8-12)
imag(M)||imag(Q)

whereO denotes pseudo-inverse and  indicates the estimated value.
By comparing similar termsQ, ang& (=0, ...p ) can be obtained frem . Itis

known that
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H(S) = Yo+ Y8 +Y,8 7+ .. (8-13)
Eg. (8-4) can be written as:

00

02 o5 By vis-
0% Mm% 0

% Rs’ (8-14)

Therefore, the Markov parameters can be obtained as:

Yo=D =R, (8-15)
k
Yk = Rk_ Z QiYk_i, k = 1, ey p (8'16)
i=1
p
Y= =3 QYiis k= p+l .. 0 (8-17)
i=1

In order to obtain a minimal state-space realization of the transfer function matrix,
eigen-system realization algorithm (ERA) is applied here (Juang, 1994). Hankel matrices

T andT are defined as:

L] T I (8-18)

wherer is the degree of the least common denominator of all nhonzero entries of the

I xm matrix H(s) . Then using singular value decomposition, is written as:

T = KE jL = K3l = (K23 (EY2L,) = VU (8-19)
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wherez = diag(A,, ..., A;) are the singular value matrix of K, denotes the jrst  col-
umns ofk ,L, denotes the first rows of K,K; =1, ,and;=1, .bet and

denote pseudo-inverseswf aud as:

K,",U” = Ljz7? (8-20)

A=VTu',B=Ull W, C=1,,V,D=Y, (8-21)

Here B is defined as the first  columns of ,and is defined as thelfirst rows of
which yields a minimal realization &f(s) (Antsaklis and Michel, 1997).

An expression for the transfer function can be obtained fro@s) = C(sl- A™'B+D
The experimental (dashed lines) and analytical (solid lines) transfer functions are shown in
Figs. 8.13-8.16. Figure 8.13 shows the transfer function from the ground acceleration to
the second floor acceleration. Figure 8.14 shows the transfer function from the ground
acceleration to the first floor acceleration. The transfer function from the actuator com-
mand to the second floor acceleration is displayed in Fig. 8.15. In Fig. 8.16, the transfer
function from the actuator command to the relative displacement of AMD is plotted. All
these figures show that the structural model obtained using preceding approach agrees
well with the experimental data.

The final state space realization including the structure and AMD is expressed as:
X = Ax+ Bu+ E¥ (8-22)

y = Cx+ Du+ F¥ +v (8-23)

167



wherex is the state vector of the systeyn: [xaz Xa1 xrd}T

sured responses; matrices B, C, D, E,

, and

andv is the noise in the measured signals.
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8.4 MPC Using Acceleration Feedback

A control system is designed for the combined AMD and the structure system by using
MPC scheme discussed in previous chapters. It is first modeled in Simulink, and then
transformed to a C code by Quanser's WinCon software and Matlab’s Real-Time Work-
shop. A MultiQ control board is used for finalizing the real-time control operations. The
sampling time is fixed at 0.001 seconds using MultiQ board’s digital timer.

The MPC based control scheme discussed in Chapter 5 is used in this experiment. First
the transfer functions are measured in the frequency domain. Figure 8.17 shows the trans-
fer function from the ground acceleration to the second floor acceleration. In Fig. 8.18, the
transfer function from the ground acceleration to the first floor acceleration is presented.
Three versions of transfer functions, i.e., uncontrolled, experimentally controlled, and
simulation based controlled are displayed. As shown in these two figures, the response in
first and second modes is greatly reduced and the simulated and experimental results show
a good agreement.

In the following, typical time histories obtained experimentally are presented. The
model building is subjected to the El Centro earthquake (10% scaled) with weighting
matricesQ = [1_866 4e5(ﬂ andr = 2e5 . Figure 8.19 shows the time histories of the
uncontrolled and controlled second floor acceleration. The dashed and solid lines repre-
sent the response of the uncontrolled system and controlled system, respectively. Figure
8.20 compares the experimental and simulated acceleration of the second floor. Similarly,
Fig. 8.21 displays experimental time histories of the first floor acceleration under El centro

earthquake with and without control. Figure 8.22 compares experimental and simulated
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acceleration of the first floor of the controlled system. The control forces generated in both

the experiment study and the simulation by MPC are shown in Fig. 8.23.
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Figure 8.17 Transfer function from ground acceleration to the second floor acceleration
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Figure 8.20 Controlled second floor acceleration with acceleration FB (R=2€5)
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Figure 8.23 Control command of AMD. (R=2e5)

Table 8.1 summarizes the results presented in the preceding figures. The tabulated
results include RMS and peak response of the uncontrolled system and controlled system
based on experiments and simulation. As noted in Fig. 8.19, the experimentally measured
second floor acceleration is significantly reduced. This is further supported by the data in
Table 8.1. For the experimental data, when R is equal to 200000, the RMS value of the
controlled response of the second floor acceleration is 0.241 m/s2, which is 43.9% lower
than the uncontrolled case. Similarly, for the peak value, the reduction over uncontrolled
case is 33.3%. Furthermore, the difference between the experimental control and the sim-
ulated control results can be observed from Figs. 8.20, 8.22 and 8.23 and verified in Table
8.1. The difference between these two is 8% for the RMS value and 3% for the peak value
of the second floor acceleration response. As regards to the control command, the differ-
ence between the experiment and simulation is 10% for the RMS value and 5% for the

peak value.
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If the weighting of the control force is adjusted, a better control result can be obtained.
In this case, the Q matrix remains the same, but R is changed from 200000 to 5000. Fig-
ures 8.24 displays the uncontrolled and controlled second floor acceleration responses.
Figures 8.25 and 8.26 show the experimental and simulation results of the second floor
acceleration and the control command, respectively. The RMS and peak values of acceler-
ations and control command are listed in Table 8.1. For the second floor acceleration, the
RMS response is reduced by over 66% and the peak response is reduced by over 48% in
the experiment. The difference between the experimental and simulation results of the sec-
ond floor acceleration is 14% for the RMS value and 5% for the peak value. The difference
for the control command is 9.5% for the RMS value and 10.1% for the peak value.

The differences between the simulation and experimental results basically come from
two sources. Firstly, there are some mismatches between the actual structure and the struc-
tural model used for control design. The cut-off frequency for the structural model is 10
Hz. As a result, the high-frequency structural properties are neglected. Furthermore, for
frequencies lower than 0.5 Hz, the structural model is contaminated by noise because
accelerometers used in this study cannot provide accurate measurement at very low fre-
guencies. Secondly, it is assumed that, for the simulation model, there is no noise from
control operation and acceleration feedback. However, during experiments all kinds of
unpredictable disturbance such as loose connections, friction and cable vibrations can

occur, which can negatively impact the experimental results.
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Table 8.1 Structure Acceleration Response

Oxa2 Oxa1 o, max(|%,|) | max(x,|) max(| u)
(m/&) | (m/$) | (Volt) | (m/&) | (misd | (Vo)
Uncontrolled | 0.429| 0.378 1.397 1.211
experiment 0.241 0.219 0.05p 0.931 0.952 0.220
R=2e5
simulation 0.222| 0.186; 0.047 0.906 0.880 0.209
experiment 0.144| 0.153 0.158 0.718 0.663 0.792
R=5e3
simulation 0.124 0.111 0.143 0.679 0.674 0.791
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Figure 8.24 Comparison of uncontrolled and controlled
second floor acceleration with acceleration FB (R=5000)
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Figure 8.26 Control command of AMD. (R=5000)
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8.5 Placement of Accelerometers

In the experiment, the number and locations of accelerometers are also varied to exam-
ine their effects on the control results. As mentioned before, each floor of the two-story
building has one accelerometer attached. Three cases are considered. In case I, both accel-
erometer feedbacks are used. In case Il, only the accelerometer on the first floor is used. In
case lll, only the second floor accelerometer is used in the observer design. The purpose of
the experiment is to see which case can provide the best solution as well as to provide a
simple simulation of the scenario where limited number of sensors are available.

Table 8.2 lists the acceleration responses and control command under these cases. As
can be seen, Case | gives the smallest control response using the least control force. Case
I, in which the accelerometer is attached to the first floor, delivers better performance than
case lll, in which the accelerometer is attached to the second floor. Table 8.2 also com-
pares the experimental and simulation results. The differences between the simulated and
experiment results are less than 15%. These results further reinforce the discussion in Sec-
tion 5.4.1.2 and Section 5.4.2.2 of Chapter 5, i.e., feedback from the all-floor acceleration
provides the best control effect, but if the number of accelerometers is limited, placing the

accelerometer on the first floor is more effective than placing them at other locations.
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Table 8.2 Structural Acceleration Response with Different Accelerometer Locations

No Case | Case Il Case lll
control | exp. sim. exp. sim. exp. sim.
Giia —
2 0429 | 0214 | 0.181| 0214 0.189 0.215  0.207
(m/S)
o, (Volt) 0.075 | 0.064 | 0075 0066 0.074  0.072
max(| >
(%) 11397 | 0840 | 0754 0869 0845 09280  1.010
(cm/<)
max(| v) 0340 | 0369 | 0354 0353 0379  0.414
(Volt)

8.6 Feedforward-Feedback Control

In this section, the control performance of the MPC-AR scheme is investigated experi-
mentally. As discussed in Chapter 6, MPC-AR scheme uses a real-time measurement of
earthquake for the design of improved controllers. Such a scheme, as demonstrated in
Chapter 6, is very robust for a host of different earthquakes with their own salient features.
However, due to the limitations on both hardware and software, it is not easy to implement
the scheme in real-time at this time. Therefore, to test the control effects of MPC-AR
scheme, a simple method referred to here as the pseudo real-time MPC-AR scheme is pro-
posed. Based on this method, the ground motion generated by the shaking table is mea-
sured first. Then the MPC-AR control scheme is designed and the simulation results are
obtained on the computer. Consequently, the simulated control force is recorded and used
directly in the AMD control command under the same ground motion excitation experi-

mentally.

179



The experimental results under the pseudo-real-time MPC-AR method are shown in
Figs. 8.27-8.29, where MPC and MPC-AR are compared. Table 8.3 provides a summary
of the comparison. It is noted that the peak and RMS values of the control force under
MPC-AR are 3% and 17.0% smaller than those under MPC scheme, respectively. In addi-
tion, the peak values of the second and first floor acceleration using the MPC-AR scheme
are 15% and 16%, respectively, smaller than those under the MPC scheme. As far as the
agreement between the experiment and simulation results is concerned, the peak values
shows a better agreement than the RMS values. For example, for the second floor acceler-
ation, the difference between the experiment and simulation is 13% for the RMS value and
8% for the peak value. For the MPC-AR scheme, the same control force is used in the
experiment and simulation. These results demonstrate that, as a FF-FB control scheme,

MPC-AR scheme can provide better control results than the MPC as noted in Chapter 6.

Table 8.3 Structure Acceleration Response under Scaled El Centro Earthquake
(Pseudo Real-Time MPC-AR)

Oa2 Oa1 o, max(|%,|) | max|Xi|) | max|u)
m/isd) | (misD | (Volt) | (m/sd) (/) (Volt)
Uncontrolled 0.429 0.378 1.397 1.211
MPC (experiment) 0.181| 0.191 0.098 0.85( 0.860D 0.493
MPC (simulation)| 0.155| 0.132| 0.084 0.840 0.753 0.486
MPC-AR 0172 | 0.170| 0081 0.720 0.724 0.484
(experiment)
MPC-AR 0149 | 0.127| 0081 0.776 0.721 0.484
(simulation)

180



Second Floor Acceleration (m/secz)

First Floor Acceleration (m/secz)

1
- — MPC
— MPC—-AR
|
| ) | |
| ' 1
i Jih Al Jur I
1wy RSk ‘lu i Hl I
"“1 il AL “MW”NHH I | 7
KRR AL '! VIRATALS LREnlas
b | AL L B .
I l
!
-0.8 ! -
1 i i i i i
o 10 20 30 40 50 60

time (second)

Figure 8.27The second floor acceleration responses using MPC and
MPC-AR schemes under scaled El Centro earthquake
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Figure 8.28The first floor acceleration responses using MPC
and MPC-AR schemes under scaled El Centro earthquake
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Figure 8.305% scaled Kobe earthquake signal and measured table acceleration

Another discussion in Chapter 6 is that MPC-AR can be used under different earth-
guakes. As signified in the above experiments, scaled El Centro earthquake is used. In the

following experiment, the Kobe earthquake signal is applied to the shaking table as ground
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motion. Figure 8.30 shows the 5% scaled record data and the measured acceleration from
the shaking table. The peak measurement of the table acceleration is 0.4F48nch/s
RMS value is 0.0780 mfs The peak scaled Kobe earthquake is 0.4168 mrsl RMS

value is 0.0736 mfs The difference between the two is 1% for the peak value and 6% for
the RMS value.

Table 8.4 shows a comparison of experimental and the simulation results under scaled
Kobe earthquake. For the experiment, the maximum control force of the MPC-AR scheme
is 8.5% smaller than that of the MPC scheme. The peak acceleration response of the sec-
ond floor under the MPC-AR scheme is 8.7% smaller than that under MPC scheme. For
the MPC-AR scheme, the difference between the experiment and simulation result of the
second floor acceleration is 12% for the RMS value and 8% for the peak value. These
show a relatively good agreement between the experiment and the computer simulation.
More importantly, the results prove the MPC-AR scheme has the adaptive features that

cater for the seismic events with unusual and unexpected characteristics.

Table 8.4 Structure Acceleration Response under Scaled Kobe Earthquake (Pseudo
Real-Time MPC-AR)

Oa2 Oxa1 g, max(|%,|) | max|%,|) max(| u)
(m/&) | (mid) | (Volt) | (m/s) (m/) (Volt)
Uncontrolled 0.3735| 0.3473 1.3783 1.51¢
MPC (experiment) 0.223| 0.204  0.222 0.960 0.90P 0.954
MPC (simulation)| 0.201| 0.176| 0.218 0.899 0.756 0.996
MPC-AR 0214 | 0.198| 0215 0876 0.866 0.874
(experiment)
MPC-AR 0188 | 0.161| 0209 0.807 0.745 0.907
(simulation)
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Figure 8.32The first floor acceleration responses using MPC

and MPC-AR schemes under scaled Kobe earthquake
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Figure 8.33The control command using MPC and MPC-AR schemes
under scaled Kobe earthquake

8.7 Constrained MPC Scheme

Having tested the MPC using acceleration feedback and MPC-AR scheme, this section
is to verify the constrained MPC as discussed in Chapter 3. The pseudo control method is
used to in the experiment. First, the constrained MPC is simulated on the computer using
the approach presented in Chapter 3. Then the control force is recorded and used in the
experiment to drive the AMD.

Two experiments are conducted to test the robustness of constrained MPC scheme
under different seismic events. The first one uses the scaled El Centro earthquake as exci-
tation and the maximum voltage of the control command is set to be 0.4 Volt. First the
scaled El Centro earthquake is used as excitation. Figures. 8.34-8.36 show the acceleration

response and the control command. In the second one, the scaled Kobe earthquake is used
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as excitation and the maximum control command is limited to 0.6 Volts. Figures 8.37-8.39
compare the acceleration responses and control command under no control and under the
constrained MPC scheme.

Table 8.5 compares the results of these two experiment with the simulation results. It
appears that the experimental and simulation results are quite consistent with each other
for both cases. The maximum control command remains within the required limits. Both
experiments arrive at the same conclusion, i.e., the constrained MPC is quite effective in

the reduction of the acceleration responses with its constrained control command.
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Figure 8.34The second floor acceleration responses using
constrained MPC scheme under scaled El Centro earthquake: )
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Table 8.5 Structure Acceleration Response using Constrained MPC

30

o

a2 O%a1 Oy max(|%,|)| max|%,)| max]u)

Uncon-

0.429 | 0.379 1.397 1.211
trolled

Constrained
MPC 0.153 | 0.162| 0.126 0.713 0.852
(experiment)

Scaled El
Centro

EQ.

0.40

Constrained
MPC 0.124 | 0.113| 0.124 0.711 0.869
(simulation)

0.40

uUncon-

0.374 | 0.347 1.378 1.510
trolled

Constrained
MPC 0.233 | 0.231| 0.208 0.928 0.981
(experiment)

Scaled
Kobe

EQ.

0.60

Constrained
MPC 0.211 | 0.182| 0.208 0.932 0.889
(simulation)

0.60
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8.8 Summary

In this chapter, experimental studies of several MPC based schemes using acceleration
feedback were presented for controlling structural response under earthquake loads. The
experimental system consisted of a two-story building which was controlled by AMD
devices, accelerometers and computer control system. MPC controller was designed and
implemented experimentally for the whole system made up of the AMD, building and
AMD-building interaction. First, the MPC scheme using acceleration feedback was veri-
fied under two different weighting parameters. Then the influence of the number and the
locations of accelerometers on control design was studied. Using the pseudo-real-time
control method, the effectiveness of MPC-AR was then tested with two different earth-
guake excitations. Finally, the constrained MPC scheme was applied to the experimental
building under different earthquakes.

In these experiments, two models were developed. First involved the design of shaking
table operation which was used and controlled to simulated the desired ground motion.
The other was concerning the model of the AMD, building and AMD-building interaction
structural system. The system identification method used for this structural system was
shown to be effective and a minimal realization of the system was obtained. MPC scheme
using acceleration feedback was employed to study structural control and it was found to
be effective. For the response control implementation, the acceleration feedback was
indeed convenient in practice and could be used in the structural control design. With an
accelerometer attached to each floor, better control results can be achieved. In addition, the
MPC-AR scheme used both the feedforward and feedback information from sensors and

showed better control performance than the MPC scheme. Furthermore, the robustness of
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MPC-AR scheme under different earthquakes was demonstrated. The constrained MPC
did limit the control force within the design value. This helped prevent the controller from
exceeding its capacity. Overall, the experimental results demonstrated the ability of the
MPC based schemes in controlling motion of small-scale structures. This feature will help

to promote their future consideration and implementation in full-scale structures.

191



CHAPTER 9

BENCHMARK PROBLEM FOR WIND EXCITED TALL BUILDINGS

A wide range of control devices and schemes have been proposed and implemented in
structures as described in Chapter 1. However, it is very difficult to evaluate their relative
effectiveness because each represents a different structure with different control devices
and different design criteria. In 1995, the ASCE Committee on Structural Control initiated
a benchmark study in structural control. The benchmark study proposed evaluation of the
performance of different control strategies and devices with the prescribed design objec-
tives. The first generation benchmark problem considered two benchmark structures. Both
were scaled models of a three-story building, employing an active mass driver (AMD)
controller and an active tendon controller, respectively. In 1998, the “second generation”
benchmark studies were developed at the Second World Conference of Structural Control
(SWCSC). One of these related to an earthquake excited building by Spencer et al. (1998),
the other concerned a wind-excited building (Yang et al., 1998). After the SWCSC (1998),
additional research work modification related to the benchmark problem were undertaken
and subsequently the third generation benchmark problems were proposed. One of these is
an earthquake-excited nonlinear building (Ohtori et al., 2000) and the other is a wind-

excited tall building (Yang et al., 2000).
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This chapter investigates the third generation benchmark problem of a wind-excited tall
building. In this version of the benchmark problem, the wind loading time history was
obtained from a wind tunnel study in Sydney University to facilitate the time domain anal-
ysis. A reduced order model for the 76-story concrete building is controlled by MPC using
an active tuned mass damper (ATMD). The MPC provides an alternative simple control
method with the convenience of handling problems with prescribed constraints (Mei et al.,
2000). Two cases are considered here. First is MPC only, which does not include pre-
scribed physical constraints in the objective function. The constraints are satisfied by
choosing weighting matrices. The second involves MPC with physical constraints in
which an optimal solution is sought in the constrained space. The inequality constraints on
the maximum control force and mass damper displacement are included in the optimiza-
tion objective. At each time step, MPC reduces to an optimization problem subjected to
inequality constraints. A quadratic programming algorithm is used to obtain the optimal
control force. An optimal solution is found in this constrained space. Accordingly, the
control forces and mass damper displacement remain within the prescribed constrained

space.

9.1 Problem Description

The benchmark problem in Yang et al. (2000) involves a 76-story and 306-meter con-
crete office tower subjected to alongwind or acrosswind excitation. An active tuned mass
damper (ATMD) was installed on the top floor. The actuator dynamics and controller-

structure interaction were neglected. An evaluation model with 48 states was obtained
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through a model reduction scheme. These procedures simplified the computational effort.

The equations of motion were expressed in a state space form:

X = Ax+ Bu+ EW (9-1)
z= Cx+Du+FW (9-2)
y = Cx+Du+FW+v (9-3)
where x =[x % is the 48-dimensional state vector,x =[x, ..., X] ,

i = 6,10 13 16 20 23 26 30 33 36 40 43,46,50,53 56 60 63 66 70 73n76eu is the scalar
control force; and W is the wind excitation vector of dimension 24 [z 27" and

y = [227" are control output vector and measured output vector of the evaluation model,
in which z=1[x,...,x],i=1305Q0556065 7075 7&n; v iS a vector of measured
noise; x,, is the relative displacement of the mass damper with respect to the top floor.
MatricesA ,B ,E ,C, D, F, C, D, and, were provided in Yang etal. (2000) and have
appropriate dimensions.

The wind force data acting on the benchmark building were determined from wind tun-
nel tests. The prototype scale for the building was 1:400 and the velocity scale was 1:3,
which result in a time scale of 1:133. Twenty-seven seconds of wind data were recorded
and corresponded to an hour of prototype data. For the performance evaluation of control
systems, only the first 900 seconds of acrosswind data were used for the computation of
building response.

The time domain analysis was conducted on this evaluation model subjected to the 900

seconds of wind loading. There are 12 evaluation criteria defined for the time domain
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response analysis. Both the RMS values and the peak response values of the 76-story
building are defined quantities to be calculated and to derive the evaluation criteria. These

criteria are:

J; = maxX 0y, 0430 Ogs0r Oxs5 O60r Oses Os70r Osc75} 7 Orso (9-4)
3, = éz(oii/cm),i = 50, 55 60 65 70 75 (9-5)

Js = 0,76/ Ox7e0 (9-6)

J, = %Z(oxi/cxio),i = 50,55 6Q 65 70 75 76 (9-7)

whereo,; ando,,, are RMS displacementidh floor with and without control, respec-

tively, o, andoy, are RMS acceleration ath floor with and without control, respec-

tively.
Js = Ox/ Oxz60 (9-8)
1.7,
Jg =0, = TJ'O[xm(t)u(t)]dt (9-9)
whereao,,, is the RMS displacement value of actuator’s streke, is the RMS relative

velocity of the actuator to the top floor, aieg ~ denotes the RMS control power. The limi-
tation on the RMS values of control force and actuator strokesg£e 00 kN gni3o

cm for acrosswind.

J7 = max{ -)‘)l! 5(IpSO* 5(-p50' Xp55! 5(.pGO* 5(-p65' Xp?O! 5(.p75}/5(-p750 (9'10)
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Ja = 23 G/ %io). i = 50,55 60 65 70 75 (9-11)
‘]9 = Xp76/xp760 (9'12)
Ji0 = 33 (X Xpio), | = 50,55 60 65 70 75 76 (9-13)

wherex,; is the peak displacementigh floor with control, %, is peak acceleration ief

th floor with control, and,;, is the peak displacementtbffloor without control.

J11 = Xpn/ Xp760 (9-14)
‘]12 = I:)max = ma)q .)i)m(t)u(t)‘ (9‘15)
wherex,,, is the peak stroke of the actuator, apgd Is the peak velocity of the actuator

andPp,,, is the peak control power. The actuator capacity constraints include the follow-
ing: the maximum control forcemaxy 9 <300 KN and the maximum stroke
max x,(t)| < 95cm.

Ten design requirements for ATMD are imposed on the proposed control design. Some
standards include the following: maximum 6 sensors can be set up on the building; the
sampling time is 0.001 second; one step time delay; and measurement noise has a two

sided spectral density ab® 2%med/Hz; the actuator capacities are as described above.
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9.2 Results and Discussion

In this study, three accelerometers are placed on the top two floors and on the ATMD.
The Kalman-Bucy filter is used to obtain the feedback gain of the observer. It is obtained

from
ro=Pc(C,PC, +V)" (9-16)
whereP is the unique, symmetric, and positive definite solution of the Riccati equation:
P = o[P-PC[C,PC, +R]CPIO +T,Q,] (9-17)

and EfWW1] =Q, ,E[w']=V,Q,=Q, ,Q,>0 ,R, =R, , andr,>0 W and are
assumed to be independent.

In the following examples, the MPC schemes used in Chapters 2 and 3 are employed.
The MPC based controllers are designed for the 76-story building with designed stiffness,
which is referred to as the nominal building. Furthermore, to show the robustness of the
controller, the uncertainty of building stiffness is considered. The controller obtained for
the nominal building is applied to buildings witL5% variations in the stiffness matrix.

The peak and RMS response quantities and evaluation criteria for these three buildings are

presented and compared to the LQG control design.

9.2.1 Nominal Building
First the nominal building with designed stiffness is studied using MPC scheme without
consideration of the hard constraints. The limits on the control force and ATMD'’s dis-

placement are satisfied by adjusting weighting matrices Q and R. Here the weight R on
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control force is chosen as 55. Then MPC considering constraints on the control force and
ATMD displacement is applied to this nominal building. Table 9.1 gives performance cri-
teria under different control schemes including passive control (TMD), LQG, M®{th

no constraints) and MPQwith constraints). Table 9.2 shows the peak values of the dis-
placement and acceleration at different floors under different control schemes. Table 9.3
lists the RMS values of the displacement and acceleration response at different floors
under different control strategies.

It has been noted by Rodellar(1987), Mei and Kareem (1998) that thelmm(h no
constraints) scheme has equivalent control effectiveness as the LQG control design. As
shown in the performance criteria in Table 9.1, MPC scheme is better than TMD and is
similar to LQG. Under MP&scheme the peak control force is 118.1 kN while it is 118.2
kN under LQG. The RMS value of the control force is 32.23 kN under MB@ 34.07
kN under LQG. Most of the criteria are a little smaller under MRRcept that, (related
to average peak displacement reduction) and (peak value of control power) are smaller
under LQG. The controlled top floor acceleration 9.26 ems/smaller than that of LQG,
which is 15.89 cmsas listed in Table 9.2. Similar results are obtained for the RMS values
in Table 9.3. For example, the RMS values of the 76-th floor acceleration undet MPC
43% smaller than that of the LQG control.

Following the unconstrained case, the controlled response is evaluated using con-
strained MPC. The weight R on control force is chosen as 50 so that the maximum control
force is 128 kN if not constrained. The range of the control force is chosen as

[-118nN 11&nN]| in this example. The constraint on the output is the limit on the ATMD

displacement, which requires the maximum displacement to be 95 cm. The maximum
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control force reaches the constraint (118 kN) and an optimal solution within the boundary
is obtained from the constrained MPC scheme. The results fordRith constraints)

are shown in Tables 9.1, 9.2 and 9.3. Under MBEheme the criteria, to, ,and to

J,, are smaller, which means better response reduction, whilegs, J,, , Jgnd are
larger, which implies larger AMD stroke and more control power. This leads to more
response reduction than the MP&hd LQG schemes while the peak control force remains

118 kN as prescribed.

9.2.2 Buildings with+15% of Original Stiffness

To show the robustness of the controller, the uncertainty of building stiffness is taken
into consideration. In addition to the “nominal building”, two additional buildings are
taken into account. One case is with a +15% higher stiffness of the building and the other
with a -15% lower stiffness, which are referred to as the +15% building and the -15%
building, respectively, in the benchmark problem. The stiffness matrices for the two build-
ings are obtained by multiplying each element of the stiffness matrix of the nominal build-
ing by 1.15 and 0.85, respectively. The controller designed previously for the nominal
building is applied to the-15% buildings. The performance criteria of the5% buildings
are presented in Table 9.4. The peak and the RMS values of displacement and acceleration
of the two buildings are listed in Tables 9.5 and 9.6.

As noted from these tables, MP@nd MPC designed for the nominal building result
in reducing the response of th&5% buildings. As observed from the results of Tables 9.5
and 9.6, like the LQG case, the acceleration response quantities are robust for the MPC
schemes. In comparison with the nominal structure, the displacement of the 75-th floor,

stroke, active control force, and control power for the -15% building under Mi€ease
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by about 24.2%, 12.8%, 16.4% and 19.9%, respectively. Under%vlfhéy increase by
24.7%, 14.0%,16.8% and 18.8%, respectively. For the +15% building, The displacement,
stroke, active control force, and control power in comparison with the nominal building
are reduced by 16.6%, 16.7%, 6.2% and 18.6% by MP&pectively. Using MPE the
reductions are 16.1%, 17.4%, 8.4% and 21.2%, respectively. ForEEHeme, the maxi-
mum absolute control force is always limited to be less than 118 kN for both the +15%
and the -15% buildings. With a lager control power, the response reduction is better than
those of MPC and LQG. The RMS value of the ATMD displacement and the peak value
of ATMD displacement both remain within the prescribed limits.

Figures 9.1 and 9.2 compare the changes in the displacement of the 75-th floor, actuator
stroke, control force, and control power under LQG, Mr@d MPE schemes when the
structural stiffness has variations #15%. Compared to the LQG scheme (Yang et al.
2000), for thet15% buildings, the displacement of 75-th floor under MPC schemes is a
little more sensitive to the stiffness uncertainty than that under the LQG scheme. However,
the required actuator capacity (stroke, control force, and control power) under MPC
schemes is much less sensitive to the stiffness uncertainty than those under the LQG
scheme (Yang et al., 2000). These trends demonstrate that the MPC schemes are more

robust to the uncertainty in the structural stiffness.
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To sum up, from the numerical examples, MPC exhibits effectiveness similar to the

LQG method. Thet15% changes in the stiffness of the building does notably affect the
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controller performance. MPC based schemes show more robustness in the event of uncer-
tainty in the structural model. The MPC scheme can also address control under constraints
more effectively. Simulations show that for the ATMD, MPC with constraints can restrict
the control force within the prescribed limits and generate optimal control force at each
time step. The damper displacement is also limited within the required range. Above all,
the MPC scheme can accommodate practical civil engineering problems and provides a

more effective way to handle physical constraints.

9.3 Summary

In this chapter, the MPC scheme was employed to reduce the response of the bench-
mark problem under wind excitation with input/output inequality constraints imposed on
the structure and the control device. At each time step, MPC reduced to an optimal prob-
lem subjected to certain constraints on the input and output. This led to a quadratic pro-
gramming problem with inequality constraints. The numerical results for a building
demonstrated the effectiveness of the MPC scheme with or without consideration of the
constraints. Two building witk15% stiffness uncertainty revealed the robustness of the
MPC based schemes. The constraints for the control actuator were satisfied in both build-
ings with uncertainty. The results demonstrated the effectiveness and robustness of the

MPC based schemes for full-scale structural applications.
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Table 9.1 Evaluation criteria for across-wind excitations

RMS responseNK=0%) Peak ResponsAK=0%)
C?gia LQG | MPCt | MPC? CEi\t/::ia LQG | mpct | mPc?
Jq 0.369 0.363 0.346 J; 0.381 0.381 0.349
J, 0.417 0.410 0.391 Jg 0.432 0.438 0.428
Jg 0.578 0.572 0.563 Jg 0.717 0.714 0.712
N 0.580 0.574 0.565 Jio 0.725 0.725 0.720
Js 2.271 2.260 2.410 Ji 2.300 2.282 2.400
Jg 11.99 11.96 14.52 Jis 71.87 79.59 88.37
o, (kN) 34.07 32.23 36.95 | max u ) 118.24 118.1 118.0
O,m(cm) 23.03 22.90 24.44 | max x| 74.29 73.37) 77.52

Table 9.2 Peak Response using Passive (TMD), LQG and MPC schemes

LQG Control MPCl MPC?
No Control Passive (TMD)| Upax = 118.2 Upnay = 118.1 Upay = 118.0
kN kN kN
Floor | Xyio Xpio Xpio Xpio Xpio Xpio Xpio Xpio Xpio Xpio
No. cm | em/@ | cm | cm/@ | cm | cm/€ | cm | cm/€ | om | cm/

1 0.053 0.22 0.044 0.21 0.041 0.23 0.041 0.24 0.040 0{25
30 6.84 7.14 5.60 4.68 5.14 3.3 5.14 3.92 511 3./r7
50 16.59| 14.96 13.34 9.28 12.2p 6.78 12.21 7.09 12,14 6.77
55 19.41| 17,48 15.54 10.74 14.2p 8.0b 14.21 8.15 14.12 8.09
60 22,34 19.95 17.80 12.69 16.2)7 8.98 16.26 8.86 16.16 8.92
65 25.35| 22.58 20.10 14.72 18.36 10.06 18.35 10}13 18.24 1D.14
70 2841 26.04 22.43 16.77 20.48 10.67 20.46 10}79 20.33 1D.55
75 31.59( 30.33 24.84 19.79 22.6[7 11.56 22.p4 11155 22.50 1D.59
76 32.30( 31.17 25.38 20.52 23.15 15.89 23113 9.26 24.99 16.36
md 42.60 46.18 74.27 72.64 73.70 78.81 7762 8031
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Table 9.3 RMS Response using Passive (TMD), LQG and MPC schemes

No Control Passive (TMD LQG Control MPCl MPC?
o ~-ontro assive (TMD)| = 37.9%N | g, = 32.2KN | 0, = 36.95N
':)I:) i O Oy Ogi Oy O5i Oy O5i Oy O
No. | ¢m cm/< cm cm/& cm cm/& cm cm/& cm | cm/€
1 | 0017| 0.06 | 0.012] 0.06] 0010 006 0.010 0.06 0.010 0/06
30 | 215 2.02 1.48 1.23 1.26 0.8¢ 1.24 0.92 1.23 0.89
50 | 5.22 4.78 3.57 2.80 3.04 2.03 3.0L 2.00 2.96 1.92
55 | 6.11 5.59 4.17 3.26 3.55 2.41 3.51 2.36 3.46 2.p8
60 | 7.02 6.42 4.79 3.72 4.08 2.81 4.08 2.75 3.97 2.66
65 | 7.97 7.31 5.43 4.25 4.62 3.16 4.57 3.10 4.%0 2.99
70 | 8.92 8.18 6.08 4.76 5.17 3.39 5.11 3.30 5.03 3.6
75 | 9.92 9.14 6.75 5.38 5.74 3.34 5.67 3.31 5.58 2.97
76 | 10.14| 9.35 6.90 5.48 5.86 4.7( 5.8 2.68 5.71 4.70
md 12.757| 13.86| 23.03 2240 2290 24.60 2443 24/48
Table 9.4 Evaluation criteria for across-wind excitations
RMS response Peak Response
AK=15% AK=-15% AK=15% AK=-15%
Eval. Eval.
critera | vpct | mpc? | Mpc | mpc? | MM | ypcl | mpc? | mpct | MPC?
J, 0.345 | 0.335| 0.390 0.376] J, 0.386 0.381 0.461  0.4p1
J, 0.389 | 0.379| 0.439| 0.425 Jg 0.432 0430 0537 0.5p9
Js 0.477 | 0.472| 0.710, 0.702] J, 0.60T 0.611 0.780 0.7p1
Js 0.479 | 0.474| 0.711] 0.704 Iy 0.614 0.618 0.788  0.7p0
Js 1.883 | 1.992 | 2548 2748 J, 1.840 1931 2702 2.750
Js 9.732 | 11.440| 14.34 17284 Jy, 61.69  70.43 99.04 9654
o,(kN) | 30.23 | 33.86| 37.50| 43.16| max u i 112.% 1180 1355  118.0
Owm CM | 19.08 | 20.19 | 25.83| 27.86 max x, 59.44 6235 87.26  88.83
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Table 9.5 Results of MPC for +15% building

MPcCt MPC? MPCL MPC?
Upay = 112.5kN | U5, = 118.0kN o, = 30.23kN o, = 33.86kN

Floor | Xpio Xpio Xpio Xpio O,; O O, O

No. cm cm/ cm cm/$ cm cm/$ cm cm/<

1 0.034 0.24 0.034 0.24 0.01 0.0 0.01 0.0p
30 4.34 3.77 4.37 3.71 1.04 0.92 1.03 0.9
50 10.33 6.54 10.40 6.62 251 1.91 2.49 1.86
55 12.03 7.83 12.11 7.79 2.93 2.25 2.91 2.2
60 13.77 8.96 13.87 8.90 3.37 2.61 3.34 2.56
65 15.54 | 10.01 15.66|  10.20 3.81 2.95 3.78 2.99
70 17.33 | 11.13| 17.46| 10.75 4.26 3.19 4.2p 3.07
75 19.19 | 11.71 19.32 11.55 4.73 3.04 4.68 2.93
76 19.60 | 17.49 19.74|  17.17 4.83 4.54 4.79 4.54
md 59.44 | 68.58| 62.35| 72.48 19.04 20.87 2019 22010

Table 9.6 Results of MPC for -15% building
MPCt MPC? mMpcCt MPC?
Unax = 135.5KN | u,. = 118.0kN | o, = 37.50kN | o, = 43.16 KN

Floor Xpio Xpio Xpio Xpio Oy Ogi O, O

No. cm cm/ cm cm/$ cm cm/$ cm cm/

1 0.044 | 0.228 | 0.043 0.23 0.012 0.058 0.012  0.059
30 5.59 3.77 5.39 3.75 1.54 0.99 1.53 0.96
50 13.26 7.98 12.79 7.89 3.72 2.15 3.68 2.08
55 15.44 9.98 14.88 9.89 4.35 2.54 4.3( 2.48
60 17.67 | 11.20| 17.03| 11.11 5.00 2.97 4.95 2.90
65 19.96 | 12.72 19.23|  12.46 5.67 3.34 5.60 3.26
70 2227 | 13.98| 21.45| 13.68 6.34 3.54 6.2 3.44
75 2466 | 13.88| 23.75| 13.52 7.04 3.47 6.96 3.21
76 2520 | 20.10| 24.27 19.84 7.20 5.15 7.12 5.16
md 87.25 | 82.63| 88.83| 8296 2583 2383 27.86 2541
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CHAPTER 10

CONCLUSIONS

In this study, MPC based control schemes to mitigate the earthquake or wind induced
load effects were developed. Active and semi-active controls based on MPC schemes offer
attractive opportunities to reduce damage and loss of serviceability caused by earthquakes
and hurricanes. The advantages offered by MPC lie in its ability to handle multivariable
processes, constraints and disturbances. MPC can optimize the control effort and yet pro-
vide a high level of performance with a minimum set of measurements.

The basic concept and general formulation of MPC were outlined. The MPC scheme is
based on an explicit use of a prediction model of the system response to obtain the control
action by minimizing an objective function. Optimization objectives include minimization
of the difference between the predicted and reference response and minimization of the
control efforts subjected to prescribed constraints. The effectiveness and the convenience
in the use of the MPC scheme were also compared to,the  control scheme.

The hard constraints were conveniently taken into account by the MPC based scheme
and were written as inequality constraints. The optimization problem was recast as a qua-
dratic programming problem subjected to inequality constraints. This simplifies the con-
straint issue and calculates the optimal control force in the presence of constraints. At each

time step, the MPC based scheme presented an optimal solution which resulted in a new
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controller design. Buildings equipped with active tendon and active mass damper were
studied to demonstrate the effectiveness of MPC. The constraints on the controller, such as
the maximum control force, maximum force variation at each time step and maximum dis-
placement of the damper, were incorporated in the controller design. Using this approach,
very effective, economical and practice-oriented controller designs can be achieved.

Structural control using semi-active devices was also investigated. In this study, a semi-
active viscous fluid damper and a semi-active Tuned Liquid Column Damper were imple-
mented in the example structures. The MPC scheme was employed to control the position
of the damper valve to adjust the volume of fluid passing through it. This adjustment helps
to control the damping force based on the variations in the external excitation. This study
simplifies the modeling of the damping force variation in semi-active systems and repre-
sents it in terms of time-varying constraints. This format facilitates achieving an optimal
control design by introducing the constrained MPC scheme. It is shown that the con-
strained MPC offers a better design for semi-active devices than the customary clipped-
LQG control.

This study also investigated the use of acceleration feedback to advance the implemen-
tation of this scheme for structural application. An observer based on the Kalman-Bucy
filter was designed to estimate the states of the system and to obtain the estimator gain.
Potential sensor locations were examined to obtain the most effective and optimal place-
ment. To demonstrate this scheme, an active mass damper and an active tendon system
were introduced as active control devices. Numerical results showed that the acceleration

feedback control based MPC scheme offered performance that was comparable to the state
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feedback framework. This scheme is a more practical and convenient form of feedback
which is natural for practical applications.

MPC based feedforward-feedback control was employed adaptively to control the
response of structures under earthquakes. The real-time modeling of ground motion was
accomplished by using an AR model which was fitted based on the previously measured
ground motion records and the difference between the measured and modeled output. The
AR model matrices were updated at each time interval and subsequently expressed in
terms of the state space representation and augmented to the equations of motion of the
structure. It was shown that this approach of real-time modeling of ground motion offered
adaptability and robustness in describing ground motions featuring a wide range of char-
acteristics. The MPC-AR control performance index and the control force were updated at
each time interval. This resulted in providing a real-time feedforward link to the control
design which enriched this scheme with predictive and adaptive features to essentially
mitigate the effects of seismic events with unusual and unexpected characteristics.

Besides earthquakes, wind also influences both the serviceability and safety of high-rise
buildings and towers. The MPC scheme was also investigated for application to control
wind effects on structures. In order to cast wind loading model in terms of the state-space
format, a simulation approach based on stochastic decomposition was proposed. This
approach helped in capturing the target spectral characteristics of wind load fluctuations,
which have not been successfully achieved previously for a general description of space-
time correlation structure of wind loads. A state space representation of the wind field was
then obtained and a reduced order model was used. This model was added to the equations

of motion of the structure to implement the feedforward link in the MPC based feedback
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control. The Nanjing Tower in China was used as an example. An active mass damper at
the VIP lounge floor was used to control wind induced motion. The feedforward-feedback
controller design based on the MPC scheme showed better control performance than the
control based only on feedback.

Experiments were conducted to verify the effectiveness of the MPC based schemes. An
electro-mechanical shaking table was programmed to simulate a host of ground motion
records. A small-scale two-story building with an active mass damper was assembled and
excited by simulated ground motions. System identification was carried out by curve-fit-
ting and an eigen-system realization algorithm. The actuator’s inherent dynamic features
and the controller-structure interactions were included in the design of the control
schemes. Acceleration feedback was employed in this study. The experimental results
showed significant response reductions using MPC based schemes and its effectiveness in
controlling structural motions under earthquakes. Pseudo real-time MPC scheme provide
some validation of the real-time based MPC.

Finally, the MPC scheme was employed in a full-scale building to reduce structural
response under wind excitation when the structure and control device were subjected to
inequality constraints. An optimal solution was found within the prescribed limits for the
controller design. Numerical results involving ATMD demonstrated the effectiveness of
the MPC scheme in the presence of constraints. This was also verified experimentally
using a pseudo constraint scheme. The MPC constrained scheme provides a reliable and
computationally convenient way to study and design devices for full-scale structural con-

trol under constraints.
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In closing, it has been demonstrated that MPC for civil engineering applications offers
inherent computational expediency, natural extension to real-time applications, intrinsic
convenience in the treatment of constraints, and great potential for future extensions and
implementation in full-scale applications.

A list of recommendations for future extension of the study is given below.

Firstly, in this study, the systems are assumed to be in the linear elastic range. In prac-
tice, the buildings may show non-linear inelastic behavior during strong earthquakes. The
controller may also have non-linear dynamics. Therefore, future studies should consider
the non-linear dynamic properties of the structures and/or controller.

Secondly, most structural control designs use only one actuator which is either a pas-
sive, active, or semi-active control device. If it fails during earthquake, then the structural
control design will not function. A new proposal would include more control devices in
the same structure to ensure some redundancy. A combination of passive, active and semi-
active devices would not only reduce the size of each, but also increase the reliability of
the structural control system thus gaining acceptance from the design professionals. How-
ever, in this multiple controllers design, it is important not to ignore the dynamics of the
control devices.

Furthermore, with the advanced software and hardware available in the near future, the
real-time MPC-AR scheme could be validated experimentally on-line by using updated
information at each time step. Utilizing advanced chips which can integrate the data 1/O,
A/D and D/A convertor and algorithms on one chip, the computation speed can be greatly
increased. Also more efficient AR identification schemes need to be considered to further

reduce the computational efforts for the digital implementation.
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